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� Consider a singular SDE X : [0; T ]!Rd

dXt= b(Xt)dt+ dBt;

where B is d-dimensional Brownian motion and b2S 0(Rd) is a fixed distribution.

� We are interested in the case where b makes the equation scaling-supercritical, as for
S(P)DEs in general this regime is not well-understood and the methods from Paracontrolled
distrubutions [Gubinelli, Imkeller, Perkowski, '15], Regularity structures [Hairer '14] etc. do
not apply

� Assume div�b�0. Then, formally, Leb is an (quasi-) invariant measure and the infinitesimal
generator has the form

L=�+ b�r;

where � is symmetric, b�r is (almost) anti-symmetric

� This structure allows results in the supercritical regime under certain conditions
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� We consider

dXt= b(Xt)dt+ dBt; (1)

on Td (for this talk), where B is a d-dimensional Brownian motion

� Helmholtz decomposition: For b2S 0(Td;Rd) we can write

bi=(bdiv¡free)i+(bgrad)i=div (Aib)+ @iV
b+ const:;

whereAij
b =�¡1(@jbi¡@ibj) is a (distributional) antisymmetric matrix field, V b=�¡1div�b2

S 0(Td)

� The Kolmogorov backward equation for equation (1) formally is

@tu=�u+ b�ru; (2)

� Assume div b=0 for simplicity. There are two ways of making sense of this equation:

i @tu=�u+div (bu),

ii @tu=�u+div (Aru) .
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We assume

i.

b2Bp;1
¡
 
 < 1; p > 2

1¡ 

; (3)

OR

ii. A2Lp for some p> 2 and there exists a compact set K such that for "> 0 with B"= fx:
d(x;K)� "g

sup
">0

"¡2V (B"); sup
">0

"¡2
Z
B"
jAj2<1; (4)

and for all "> 0,

A1B"c2L1 : (5)

� The treshhold for criticality is

p>
d

1¡ 

;

thus, under assumption i, equation (1) and the singular PDE (2) can be posed in the scaling-
supercritical regime for d� 3

� Assumption ii produces �proper� elements A2Lp; p > 2 (A2L1 would be critical)
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� Consider the classically well-posed approximation of (1)

dXt
m= bm(Xt

m)dt+ dBt; (6)

where bm=
P
jkj�m b̂(k)e

2�ihk;�i.

� In particular no renormalization, the limit is not expected to be Gaussian

Theorem 1. Let b 2 S 0 satisfy assumption i or ii and assume div�b 2 C¡1+(Td). Then, for
any � 2L2(Td) the law on C([0; T ];Td) of the solutions to equation (6) with X0

m� �d�Td

converges to a unique limit, which is a Markov process. Its law is described by the solutions to
the singular PDE (2).
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� Existence follows from a forward backward martingale argument (Itô trick):

� For f 2C2(Td), div�b=0 (for simplicity) and X0
m�Leb,

f(Xt
m)¡ f(X0

m)¡
Z
0

t

b�rf(Xs
m)¡ 1

2
�f(Xs

m)ds=
Z
0

t

rf(Xs
m)�dBs;

and with X̂t=XT¡t

f(X̂t
m)¡ f(X̂0

m)+
Z
0

t

b�rf(Xs
m)¡ 1

2
�f(Xs

m)ds=
Z
0

t

rf(X̂s
m)�d B̂s;

� Adding both equations, applying BDG and replacing f!�¡1f yields

E

"���������� sup
0�t�T

Z
0

t

f(Xs
m)ds

����������
p#
.T p/2k(¡�)¡1/2f kLp

p :

� Kolmogorov continuity criterion yields
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Proposition 2. Let b 2 S 0 such that r�b 2 C¡1+ and i or ii hold. Then, the sequence
(law (Xm))m2N is tight on C([0; T ];Rd) and any accumulation point satisfies

E

"���������� sup
0�t�T

Z
0

t

f(Xs)ds

����������
p#
.T p/2k(¡�)¡1/2f kLpp : (7)

Furthermore,

f(Xt)¡ f(X0)¡ lim
m

Z
0

t

(Lmf)(Xs) ds ;

is a martingale in the filtration generated by X for each f 2S.
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� Assume again div b=0 for simplicity

� Consider the generators Lm = � + bm�r =: L0 + Gm of the semigroups St
mu(x0) =

Ex0[u(Xt
m)] with domains D(Lm), where L0 is symmetric, Gm is antisymmetric w.r.t. L2.

� The latter implies that k(1¡Lm)¡1u]kH1. kukH¡1, uniformly in m

� Using the Banach-Alaoglu theorem and a diagonal sequence argument on a countable dense
subset of H¡1 one can show that

(1¡Lmk)¡1!K2L(H¡1; H1);

pointwise - weakly.

� Furthermore

D~(L) :=KL2�H1;

is a domain for L=�+div (b�), respectively L=�+div (Ar�), on which it generates a
contraction semigroup on L2, i.e. solves the KBE
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� Under assumption i:

¡ Show that each accumlation point X solves the martingale problem for each generator
such (D~(L);L) which implies uniqueness of X by uniqueness of the martingale problem

¡ key ingredients are the uniform bound kKu]kL1 � ku]kL1, which follows from the
Markov property of the approximations, the Itô trick 7 and the interpolation estimate

kb�rkH¡1. kukBq;12/q . kukL1\H1;

for a certain 2/q > 
 .
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� Under assumption ii:

¡ Picking further subsequences one can show that each accumulation point X is a Markov
process with a generator (D~(L);L) obtained by the diagonal sequence argument

¡ Thus, uniqueness follows if we can show that

D~(L)=Dmax := fu2H1:Lu2L2g

¡ This can be reduced to the showing

u2H1;Lu=0)u=0 ;

which turns out to be true
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� Rd

� time-dependent b, probably b2LT1Bp;1
¡
 ; p >

2

1¡ 

.

� general b 2 H¡1? (9 counterexamples for a related, non-singular problem [Székelyhidi,
Modena '18])

� infinite dimensions??

� There are SPDEs with a similar structure (nice invariant measure, singularity contained in
the anti-symmetric part) like the Fractional Stochastic Burgers equation u:R+�T!R

@tu=(¡�)�+ @xu
2+(¡�)�/2� ; (8)

or Fractional Stochastic Quasi-geostrophic equation

@tu=(¡�)�+r?(¡�)¡1/2u�ru+(¡�)�/2� ;

for which we can show existence of unique non-Gaussian solutions in the critical regime
for �, but existence is known partially in the super-critical regime ([Gubinelli, Jara, 2013],
[Tots, 2020]).
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