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ABSTRACT. In these lecture notes, we review recent progress in the study of the stochastic
heat equation and its discrete analogue, the directed polymer model, in spatial dimension 2.
It was discovered that a phase transition emerges on an intermediate disorder scale,
with Edwards-Wilkinson (Gaussian) fluctuations in the sub-critical regime. In the critical
window, a unique scaling limit has been identified and named the critical 2d stohcastic
heat flow. This gives a meaning to the solution of the stochastic heat equation in the
critical dimension 2, which lies beyond existing solution theories for singular SPDEs. We
outline the proof ideas, introduce the key ingredients, and discuss related literature on
disordered systems and singular SPDEs. A list of open questions is also provided.

A picture of the critical 2d stochastic heat flow is shown on the left, and on the right,
a resembling natural landscape located in central Greece and named Meteora (photo, by
Stathis Floros, CC BY-SA 4.0). The picture of the critical 2d stochastic heat flow has been
obtained by simulating the partition function of the directed polymer model. The plateaus
in the simulation are a result of a truncation of high peaks.
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1. INTRODUCTION

Our goal here is to review recent progress in making sense of the two-dimensional stochastic
heat equation (SHE) |[CSZ17h, [CSZ19bl, (GQT21], [(CSZ23al [CSZ23b), [Tsa24]

dult,x) = %Au(t,az) LBt w)ult,z),  t>0, xeRE, (SHE)

This is a singular stochastic partial differential equation (SPDE) due to the presence of the
term £(t, z)u(t, z), where the potential (or disorder) £(¢,x) is a space-time white noise, i.e.,
a generalised Gaussian field with mean 0 and covariance E[{(t, 2)E(s, y)] = d(t — s)d(z — y),
and u(t, z) is also expected to be a generalised function (i.e. distribution in the sense of
Schwartz). The constant 3 > 0 tunes the strength of the interaction.

Via the Cole-Hopf transformation h = logu, SHE is also related to the celebrated
Kardar-Parisi-Zhang (KPZ) equation

Oih(t,x) = %Ah(t,x} + %|Vh(t,x)|2 + pE(t,x), t>0, zeR% (KPZ)

which is a model for random interface growth and has been studied extensively in d = 1 as
a canonical example in the KPZ universality class [QS15], [Cor12, [Cor16l [Zyg22].

In recent years, there have been fundamental breakthroughs in the study of singular
SPDEs [Hail3l, [Hail4l [GIP15] [Kup16, [(GJ14], including the KPZ equation in d = 1. However,
these theories only apply to sub-critical singular SPDEs, while dimension d = 2 is critical
for SHE and KPZ. In a series of papers culminating in [CSZ23al, we were able to give a
meaning to the solution of the 2d SHE on an intermediate disorder scale (i.e. by regularising
the noise £ and, simultaneously, rescaling the disorder strength 8 | 0 at a suitable rate, as the
regularisation is removed). In particular, it was shown that a phase transition exists on this
scale, with Edwards-Wilkinson (Gaussian) fluctuation in the sub-critical regime [CSZ17h].
For the 2d KPZ, the same Edwards-Wilkinson fluctuation in the subcritical regime was
established in [CSZ20, [Gu20]. Most interestingly, it was shown in [CSZ23a] that in a window
around the critical point, we can make sense of the solution of the 2d SHE as a random
measure-valued process, which is called the critical 2d stochastic heat flow (SHF). This is
a rare example where a model in the critical dimension and at the phase transition point
admits a non-Gaussian limit, in contrast to e.g. the Ising and ®* models at the critical
dimension d = 4 [ADC2]].

Our motivation to make sense of the 2d SHE came from a different direction, which is
the study of continuum limits of disordered systems (see discussions in Section , in
particular, the directed polymer model (DPM). The DPM is one of the simplest and yet most
challenging disordered system, which models a random walk interacting in equilibrium with
a random environment (disorder). As the strength of the disorder (inverse temperature /3)
increases, the model undergoes a phase transition from diffusive behaviour for the random
walk, with path delocalisation, to expected super-diffusive behaviour and path localisation
(see [ComlT, [Zyg24] for more details). The DPM lies at the heart of two different areas of
intense research in recent years. On the one hand, it is a canonical example in the KPZ
universality class of random interface growth models, with the O-temperature DPM in
d = 1 being exactly the last passage percolation model. On the other hand, it provides a
discretisation of the SHE (and the KPZ equation via the Cole-Hopf transformation), which
are classical examples of singular SPDEs. It is this latter connection that we will exploit to
make sense of the 2d SHE.

In the rest of the introduction, we will first explain heuristically why d = 2 is critical for
SHE and what is the standard procedure to define the solution of a singular SPDE such as
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the 2d SHE. We will then introduce the directed polymer model, its connection to SHE, and
the intermediate disorder scale on which a phase transition exists and our analysis will be
carried out. We will then conclude the introduction with an outline of the rest of the article.

1.1. STOCHASTIC HEAT EQUATION. We start with a heuristic scaling argument that
shows why d = 2 is critical for the stochastic heat equation (SHE)

dult,z) = %Au(t,x) LBt By ut,z),  t>0, zeRe (1.1)

In the spirit of renormalisation group theory [Kupl6], we note that the space-time rescaled
solution @(t,z) := u(c’t, ex) formally solves

_ 1 1-4 - - —
atu=§Au+B€ 2¢a, t>0, 2eR", (1.2)

where £(t, ) := 51+%§(52t, ex) is a new space-time white noise with the same distribution
as &. We now see that as we send € | 0 and zoom into smaller and smaller space-time scales,
the strength of the noise vanishes in dimensions d < 2 and diverges in dimensions d > 2.
But in the critical dimension d = 2, the exponent 1 — % vanishes, and how scaling affects
the effective strength of the noise depends on finer details of the model. In the language
of singular SPDEs [Hail3l [Hail4l [GIP15], the regimes d < 2, d = 2 and d > 2 are called
respectively sub-critical, critical, and super-critical.

The main difficulty in making sense of the solution of singular SPDEs such as is
the roughness on small scales of the solution (expected to be a generalised function), which
makes terms such as £(t, z)u(t, ) mathematically undefined. The standard procedure is to
perform a regularisation, also called wltraviolet cutoff, to smoothen things below a small
spatial scale e, which leads to an approximate solution u°. We then check whether there
exist suitable centering and scaling constants A, and B,, and suitable choice of the model
parameter 3 = 3., such that (u® — A.)/B, converges to a non-trivial limit as ¢ | 0. If such a
non-trivial limit exists, then we can interpret it as the solution of (a renormalised version
of) this singular SPDE.

There are several different ways of performing the ultraviolet cutoff. The most common
approach is to mollify the space-time white noise £ on the spatial scale €. More precisely, let
jeCOr (R2) be a smooth probability density function with compact support, and define the
mollified noise £° := j€ * £ by convolving £ in space with j°(z) := 572]’(%). This leads to the
mollified SHE

1
O’ = GAG + e, w(0,) =1, (1.3)

which admits a classical Itd solution. Furthermore, the solution admits a Feynman-Kac
representation (see [BC95, Section 3|) with

u(t,x) = E[QSB(ﬁsis(tfs,Bs)—Ae)ds

By = m] (1.4)

2 2
where E[] is w.r.t. a standard Brownian motion B in R?, and A, := %Var(fa(s, 2)) = 253

ensures that E[u®(t,z)] = 1. ”
Another approach to smoothen things on small scales is to discretize space and define an
approximate solution on a grid with lattice spacing e. This is the approach we will follow,
where the approximate solution turns out to coincide with the partition functions of the
directed polymer model. Yet another approach is to truncate the high frequency modes in
the Fourier decomposition of u(t, -), see e.g. [CT24] and the references therein. It is expected
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that modulo a change of parameters, the different procedures of ultraviolet cutoff will lead to
the same limits, which are believed to be universal. This has been shown for the 2d SHE (and
KPZ) in the subcritical regime in [CSZ17D], and in the critical window in [CSZ23a, [Tsa24].

1.2. THE KPZ EQUATION. The KPZ equation in the critical dimension d = 2 is
also singular, due to the presence of the term \Vh]? To make sense of its solution, we also
need to perform an ultraviolet cutoff and then pass to the limit. In particular, if £&° denotes
the same spatially mollified noise as in , then we consider the mollified KPZ equation

1 1
O™ = SART + S|VhTP + 5.6~ C., h7(0,) =0, (1.5)
where C. := 82 2||j|5 ensures that h° is related to the solution of the mollified SHE (T.3)
through the Cole-Hopf transformation h°(t,x) = logu®(t,z), see e.g. [CSZ20].
One could also consider the KPZ equation with different coefficients in front of the
Laplacian and the non-linearity, that is,

- - A -
0,h° = gmf + SIVA 4+ D°. (1.6)

For example, we could set v = D =1 and A = f3, as in [CD20]. However, by scaling (see e.g.
[CSZ20, Appendix A]), the three parameters v, A and D can be reduced to a single effective
coupling constant 62 = )\ZD/ 3. Therefore it suffices to consider with only the noise
strength 8, dependent on e.

1.3. DIRECTED POLYMER MODEL. The directed polymer model (DPM) is defined as
a random walk interacting with a random environment (disorder) [Coml7, [Zyg24]. To
avoid complications caused by periodicity, instead of considering the simple symmetric
random walk on Z? as done in [CSZ23a], we consider an irreducible aperiodic random walk
S = (S,)n=0 whose increment & := S; — Sy has mean 0, covariance matrix being the identity
matrix, and E[ebm] < oo for some b > 0. Let P and E denote probability and expectation
for S, and denote its transition probability kernels by

4n(2) == P(S, = 2| Sy =0), zeZ’ neN,. (1.7)
The disorder (random environment) is given by a family of i.i.d. random variables
w = (w(n,z))neN,Zezz with

Elw] =0, E[*]=1,

(1.8)
3By >0 suchthat  A(B):=logE[¢™] <o  VBe[0,5].

Probability and expectation for w will be denoted by P and E.

Given NeN, >0, z € ZQ, and w, the polymer with length N € N, starting point z, and
disorder strength (inverse temperature) 5 in the random environment w is defined by the
Gibbs measure

APY(S 1Sy = 2) i= —g—eZnmt (0w 3O} dp(s |5, = 2), (1.9)
Zy(2)

where

Z8(2) = E{ezﬁ_f{ﬁw(n,sm—x(ﬁ)} ‘ S, = Z} (1.10)
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is called point-to-plane partition function. Note that A\(8) in the exponent ensures that
]E[Zjﬁv(z)] = 1 and, in fact, (Zy(2))yen is a martingale. It is also useful to consider the
point-to-point partition functions: for M < N e Ny = {0,1,2,...} and x,y € Z*, we define

N-—-1 ()

Zyy (@) = E[ S

S = z} : (1.11)

and denote Z&N(ac,]l) =D e Zf/LN(x,y) and Z]@,N(]l,y) =D e Z&N(ac,y).

Comparing with (1.4]), we note that the Feynman-Kac representation of the
solution u°(t,z) of the mollified SHE is the partition function of a Brownian directed
polymer in a white-noise random environment, where the random walk (5;)o<;<n in
is replaced by the Brownian motion (By)g<s<s, and the i.i.d. space-time disorder w(-,-)
is replaced by the time-reversed mollified space-time white noise £°(t — -, -). If we rescale
space-time diffusively in the DPM, then (SthJ/\/N)t>O converges in law to (B;);>q, while
(#w(INt], [V Nz))) (t.a)eRxR> Comverges in law to the space-time white noise . In particular,
the family of partltlon functions

1
Wt ) = OtN(ll zVN), te NNO’ x € 72, (1.12)

1
VN
gives an approximate solution to the 2d SHE through a discretisation of space and time.
Compared with ¢ in , we see that NV corresponds to 8_2, and [ corresponds to f,.

Instead of asking whether there are suitable choices of 3, A, and B, such that (u°—A.)/B.
has a non-trivial limit, we can consider instead whether there are suitable choices of Sy,
Ay and By such that (uN — Ap)/By has a non-trivial limit. It turns out that the correct
choice of By is exactly the scale on which the DPM undergoes a phase transition.

1.4. PHASE TRANSITION ON AN INTERMEDIATE DISORDER SCALE. It is known
that (see [Coml17, [Zyg24] and the references therein) the DPM undergoes a phase transition
in the sense that, there is a critical value 3. € [0,00) such that for 5 < 5., the partition
function ZJBV(O) defined in converges a.s. to a positive random variable Z.,(0), and the
polymer measure P?\}w converges to the Wiener measure under diffusive scaling of space-time
and is hence delocalised in space [CY06|. On the other hand, when 5 > 8., Z f, (0) converges

almost surely to 0, and the polymer measure P]ﬁv’w experiences localisation in space [CSY03].
A recent breakthrough [JL24] has shown that when the disorder w is bounded, there is also
delocalisation at (., while localisation always manifests itself in a strong form.

It is known that 5. = 0 in dimensions d = 1,2, and . > 0 in d > 3. However, it was
discovered in |[CSZ17b| that in d = 2, there is still a phase transition on an intermediate
disorder scale. Recall that the expected replica overlap between two independent random
walks with the same distribution as S is defined by

Z Z qn(z Z Gon (0 logN as N — o0, (1.13)

1 ez?

where the asymptotics follows from the local limit theorem, see ([2.6)) below.
It was shown in [CSZ17b| that if we choose 3 to be

B+ o(1)

TR B e (0,0), (1.14)

Bn =
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then a phase transition occurs at the critical value ﬁc =1 (see Section I below for more

details). We call 5 < 1 the subcritical regime, and B > 1 the supercritical regime. For the
mollified SHE (I.3), the analogous choice is (see [CSZITh, Theorem 2.15])

B, = (B +o(1)) lgz” Be(0,0). (1.15)

This intermediate disorder scale turns out to be the correct scale on which " from (1.12)
has non-trivial limits.

As will be discussed in more detail in Section |§|7 around the critical point /3’ = 1, there is
in fact a finer window which we call the critical window, with By in this window satisfying

1 1
012\; 1= N BN) g Bin <1 + Igll_gojif)> for some fixed ¥ € R. (1.16)

Note that for every ¢ € R, we have Sy ~ 1/4/Ry because \(5) ~ %,82 as ] 0, see (1.8]).

So the parameter ¢ only appears in the second order asymptotics of 5. However, different
¥ will lead to different scaling limits for the DPM partition functions regarded as a random
field, which are the so-called critical 2d stochastic heat flows. It will become clear in Section
why it is more convenient to define the critical window in terms of 012\; = 012\/(19).

For the mollified SHE , the critical window corresponds to choosing

2 27 ( Y
_ T (1 ) 1.17
[35 log% ‘10g€| ( )

.5. OUTLINE. Assume that 8y is chosen as in (T.14) for some 3 > 0, and in the case

1
B =1, By is chosen in the critical window as in ([1.16)) for some ¥ € R. Recall uN(t, x) from
(1.12)). We will discuss the following results in the rest of this article.

e Sections [3| and 4] will be devoted to results in the subcritical regime 3 < 1, which
include:

- As N — o, for each (t,z), u™ (¢, z) defined in (T.12) converges to a log-normal
limit when 8 < 1 and converges to 0 when § > 1. This shows that there is a
phase transition with critical value g, = 1.

- After suitable scaling, the centred random field u” (t,-) — 1 converges to a
Gaussian limit, which is the solution of the additive SHE, also known as the
Edwards-Wilkinson equation.

- After suitable scaling, the centred random field logu™ (¢,-) — E[logu™ (¢,-)],

which solves the 2d KPZ equation regularised through space-time discretisation,
converges to the same Gaussian limit as ulY (t,) —1.

e In Section |5, we discuss various results connected to the 2d SHE in the subcritical
regime.
e Sections |§| and m will be devoted to the following key result (and its proof outline) in
the critical window for some ¥ € R:
- Without centering and scaling, the random measure uN(t, -) converges in law
to a unique limit, which is called the critical 2d stochastic heat flow (SHF) with
parameter v, denoted by SHF(9) = (SHFg’t(dx, dy))o<s<t<on-



8 F. CARAVENNA, R. SUN, AND N. ZYGOURAS

e In Sections [§ and [0 we will explain some key technical ingredients in the proof,
focusing on the second moment and higher moments calculations.

e In Section [I0] we will discuss some properties of the critical 2d SHF, including;:

- An almost sure Chapman-Kolmogorov type property that justifies the name
flow,
- A recent axiomatic characterisation of the SHF(¢) by Tsai [Tsa24l;

- SHF(9) cannot be obtained as the exponential of a generalised Gaussian field
(i.e., it cannot be a Gaussian multiplicative chaos);

- The marginal distribution of SHF(9) at each time is almost surely singular w.r.t.
the Lebesgue measure.

e In Section [I1], we will discuss some open questions.

Before discussing the results above, in Section 2 we will first warm up by introducing the
polynomial chaos expansion for the directed polymer partition function and performing a
second moment calculation that identifies the intermediate disorder scale.

2. BASIC TOOLS AND PRELIMINARY RESULTS

2.1. POLYNOMIAL CHAOS EXPANSION. The starting point of our analysis is the poly-
nomial chaos expansion of the partition function, based on the Mayer cluster expansion.
More precisely, with 8 = 3 allowed to depend on N, for each (n, z) € N x ZQ, we can write

ePnw(n2)=ABN) s, == _ 1 4 En(n, Z)ﬂSn:zv

where ({x(n, z))(n 2)enxz? 1S an i.i.d. family defined by

) = ePnw(nz)=A(Bn) _ 4

En(n, 2 (2.1)
=0,

with E[én(n, 2)] Var[¢x(n, 2)] = AN Z2ABN) 62

We can then rewrite the partition function Z]'%N (2) from (1.10) as follows:

20— eszwwn,sn)x(ﬁ]v))]

_E I e(ﬁw(nw)—xwmmsn_z}
" (n,2)efl,..,N—1}xZ>

o I R

" (n,@)ef{l,..,N—1}xZ>

=1+ 2 2 qu—ni,l(zz‘ — 2i1)n (14, 2;). (2.2)

r=1 ng=0<n;<--<n,.<N =1

This is called a polynomial chaos expansion because it can be seen as a discrete analogue of
a Wiener-It6 chaos expansion with respect to a space-time white noise on [0, 00) x R?. The
terms of the expansion are Lz—orthogonal, and each term is a multilinear polynomial in the

i.i.d. random variables (ﬁN(n,CE‘))(n 2)eNxZ2"
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For the point-to-point partition function z M. Y (z,y) defined in (1.11]), we have a similar
expansion:

Z0(x,y) = ap -y — @) (2.3)

o0 T
+ Z 2 H Gny—n;_, (i = 2im1)En (45 27) - Qp—n, (Y — 27)
r=1 2 4=1

ZQI=E, 205, 2,.€L
nO::JM<n1 <~-<nT<L

En(ny, 21)

------ (L4 :l/)

0
M, z) En(ng, 2,
ZQLfM(y_J:)"‘Z Z ( v

r:lo::z,zl ..... z7,622
nO::]\/I<n1<--~<nT<L

where in the graphical representation, the laces represent the transition kernels g, _, . (z;—
z;_1), the solid dots represent the disorder variables £y (n;, 2;), and the hollow circles at
(M, z) and (L,y) means the absence of the disorder variables {5 (M, z) and x5 (L, y).

Similarly, the solution u® of the mollified SHE admits a Wiener-Itd chaos expansion
w.r.t. the underlying white noise & (see [CSZ20), (5.9)]), which can also be obtained by Picard
iterations:

) dis : ol
u®( =t 1+Z o J f ( J Hgsifsi_l(yi_yifl)j(yi_zi) dgj) Hf(sivzi)dsidzi’
i=1 i

k=1

0<51< <sk<ta

(2.4)
where sy := 0, yy 1= E_la?, g4(+) is the heat kernel, and £ is obtained from ¢ via diffusive
rescaling and has the same distribution.

2.2. A TRANSITION IN THE SECOND MOMENT. We now show that the second moment
of the point-to-plane partition function E[Z ]BVN (0)2], see , undergoes a transition exactly
at the critical point B = 1 defined in . The fact that this L? transition point coincides
with the actual phase transition point is unique to dimension d = 2 and far from trivial (see
Section |3] I for more details). We will also see in Corollary - that for 6 N chosen as in ,
changing the time horizon from N to N effectively replaces ﬂ by ocﬂ

We first recall the local central limit theorem. Let g; be the heat kernel on R?, ie

G(@) = e gey) = gy —a). (2.5)

Since the increments of the random walk (S,,),,>o have an identity covariance matrix, by
the local central limit theorem, see e.g. [LL10, Theorems 2.3.5 & 2.3.11], we have

qn(z) = g,(x) + O(#) = g,(x) 60(%)-&-0(%)’ neN,ze 72, (2.6)
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Lemma 2.1 (Transition in the second moment). Let By = ﬁ/\/RN for some 3 €
(0,00). Then the point-to-plane partition function Zy := Z]%N(O) defined in (1.10]) satisfies

. 3 <1,
lim E[z3]={1-5° for?= (2.7)

N—0 ~
0 for =1
We will show in Section [8 that E[Z3] ~ C'log N at the critical point 3 = 3, = 1.

Proof. By the polynomial chaos expansion ([2.2]) for the point-to-plane partition function
Zn = Z]@N (0), which is an L2-orth0gonal expansion, we have

E[ZJQV] =1+ Z Z 1_[ Qn,—n,;_, (Zi - Zi*1)2E[£N(ni7 Zi)z]

r=1 n0:0<n1<--~<nT<N =1

21500y zTeZ
0 r
2r 2
- Z > on > [ n (z—z)
r=1ng=0<n;<--<n,.<N 217“"%622 i=1
0 r
2r
- Z Z ON Hqﬂni*”i—l)(o)' (2’8)
r=1ng=0<n;<--<n,<N i=1

Note that since Sy — 0, we have

o2 =e)‘(2ﬂ1\’)_2/\(51\’)—1~62 =B—2~ 4rf as N — o (2.9)
N N7 Ry logN ' ’

For each r € N, we then have the upper bound

> ] (0) < (o 3 )" ~ (‘”B2 3 ) = (B o)
N Q2(n;—n;_4) = N don IOgN Ann = ’

ng=0<n,<---<n,.<N i=1 n=1 n=1

and the lower bound

o T 0) > (o2 v 0) L SR TR
2 oN HqQ(ni_nifl)( >/ (JNTLZqun( )) ~ (10gNn_1 %) Nﬁ s

ng=0<n|<--<n,.<N =1

where we used that Ry = ZnN:1 g2, (0) and the local limit theorem (2.6)). For each r € N, the
upper and lower bounds match asymptotically. The conclusion (2.7 then follows readily. [

The followmg corollary shows that changing the time horizon from N to N effectively
changes B to aﬂ It also implies that in the subcritical regime B < 1, the partition function
ZNN( ) can be approximated in L by Z]ﬁvj\o’l (0) with a € (0,1) close to 1. In particular,
ZJBVN (0) is essentially determined by disorder variables w(n,z) (equivalently &y (n,z)) with
n « N. This fact will be an important feature that drives the phenomenology and the
analysis for 3 < 1. This feature will become clear in our sketch of the proof of Theorem
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Corollary 2.2 (Exponential time scale). Let Sy = BA/\/RN for some (3 € (0,00), and
let a € (0,00). Then we have

1 52
Y 1,

N—o0 ~o
o0 for ap” = 1.

Furthermore, for 3 € (0,1) and a € (0, 1], we have

A~

1—a)f? o
T (a52)()1/8 7 Do (211)

Proof. If we set M := N, then using the asymptotics for Ry from (1.13]), we can write
_ B 1 BYRy _ Bya+toll)
vRy Ry VERy VR

The corollary then follows immediately from Lemma Alternatively, we can also repeat
the proof of Lemma [2.1| and note that the key calculation is now

BN _ BN Bn _ BNy271/2 _
Jim 2% = 2§ = Jim E[(Zs - 23] =

BN

2 NZQ (0) 52 R 32 log N* 32
o =— -Rya~ = af”,
N ~ 4on RN N lOg N
which replaces the original parameter 32.
Note that for o < 1, the polynomial chaos expansion for Z]%X, see (2.2), contains only
a subset of terms in the polynomial chaos expansion for Z ]%N , which is an L2—orthogonal
expansion. The claim in (2.11]) then follows from ([2.10]). O

3. (FAUSSIAN FLUCTUATIONS IN THE SUBCRITICAL REGIME

In this section, we review results in the subcritical regime, that is, results (a)-(c) listed in

Section Throughout the rest of this section, we will consider 8y chosen as in for
some f3 € (0,1). Instead of considering u® (t, ), the solution of the space-time discretised
SHE defined in , for simplicity, we will fix ¢ = 1 and consider the time reversed field of
point-to-plane partition functions Zﬁ,” (zv/N) = Zgﬁ(,(:z:\/ﬁ, 1), z€e ﬁZQ.

3.1. ONE POINT FLUCTUATION. In [CSZ17b, Theorem 2.8|, it was shown that on the
intermediate disorder scale defined in , the DPM in dimension d = 2 undergoes a

phase transition similar to the phase transition in d > 3.
Theorem 3.1 (Limit of individual partition function). We have the following conver-

gence result for the point-to-plane partition function Z]%N (0):

d

2 ~
exp <UBW1—U2§> if <1

Z(0) 2y - (3.1)
0 if =1
where W is a standard Gaussian random variable and
1
2
0 = log -l (3.2)
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Remark 3.2. In [CSZ17bl Theorem 2.12|, it was shown that log Z]BVN (xn) and log Z]BVN (yn)
converge to a pair of independent normal random variables in the subcritical regime B <1
if /v N and yn /N converge to distinct x,y € R?. A non-trivial bivariate normal limit
arises only if |xy — yn| = NetW for some o e (0,1/2). Similar multivariate normal limits
hold for the joint distribution of k log-partition functions log Z]@JXZ. (.%3\[), 1 <i <k, with
non-trivial change of the covariance matriz as we vary the exponents v; € (0,1) in the time
horizon N7,

In what follows, we sketch several alternative proof strategies for Theorem [3.1, which will
help shed light on the structure of the 2d DPM and SHE in the subcritical regime.

Proof strategy 1 [CSZ17bl Theorem 2.15|. We start with the polynomial chaos expansion
(2.2) for the point-to-plane partition function

ZR0) =1+ 3 [ Tan—n_, (zi = zim)En (03, 20), (3.3)

r=1 ng=0<n; <"'<’IL7,,<N =1

where the parameter B < 1 is contained in the variance of &y, see (2.9)). From the second
moment calculations in Lemma [2.1) and Corollary [2.2] we see that the dominant contribution
to the series in (3.3]) comes from terms which of order r = O(1) — there is an exponential
decay of order 5" in the chaoses of order r — the times differences are of order n; —n;_; =: N*
for t; € (0,1), and the spatial coordinates |z; — z;_1| = O(y/n; —n;_1) = O(Nti/Q), for
1 <4 < r. The contributions coming from t; ~ t; for ¢ # j is negligible, and furthermore,

the dominant contribution comes from ||z;| = O(\/n;), 1 <i <.
The key observation of [CSZI17b] is that, we should rewrite (3.3)) by partitioning

(t17t27 st 7t'r) = (81,17 B '731,7‘1;32,17 e '782,7‘2; <3Sk 7sk,rk>7

where 511, 821, ..., 51 are the successive running maxima along the original sequence
(t,...,t,), and each subsequence (s 1,...,s;, ) is called a dominated sequence because the
first element s; := s; ; dominates the subsequent elements s; 5, ..., s; .. Recall that in ,
N* =nprq —ny with M =r; +---+r;_;, and

ny = N + ... N,
The fact that s; = s, is a running maxima of (¢,...,%,) means that s; > t1,t,...,%yy,
and hence
Npar41 — Ny = Nsi > Ntl + NtM =MNps-

In particular, ny; 1 — ny &~ nyryq. Therefore in (3.3)), at the cost of a small error in
L?, we can replace the factor Gnpgor—nar (041 = 201) DY @y, (20741), since the dominant

contribution to (3.3) comes from ||zy/| = O(\/nar) € /Topra1-
Now observe that the replacement g, ., (2341 — 201) ™ Gny,,, (2ar41) in (3.3) at
each running maxima of the sequence n; —n;,_y = N t", 1 < i < r, leads to the factorisation

0 k
Z@O) ~1+ Y ] 20N (N, (3.4)

k=1 0<sy<-<sp<l 4=1
N¥%ieN
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where for s € (0,1) with n; := N° e N,

E'?VN (nq) := Z Z n, (21)EN (11, 21) HQni—ni,l(Zi — zi—1)én (N4 2;)- (3.5)
r=1

21500y z,reZ2 1=2

T Mi—1<"

The key point is that for s € (0,1), E]ﬂVN(NS) depends essentially only on &y (n,-) with
ne[N®, NS+O(1)]. In particular, for s < t, EﬁfN (N?) and E%N (N") are essentially independent
and approximate the increments of a time changed Brownian motion. More precisely, it
turns out that

M]@N(t) = Z E’?VN n

. .
d B
(1) f aw(s), te
1<n, <N* Voo Jo A/ 1— 3%s

where W is a standard Brownian motion. Just to check that the variances match, one can use

A2
the same calculations as in Section [2.2|to show that Var(Mf,N () — Sg n %2 ds. It follows
- S

that E]BVN (Nt) ~ iﬁﬁztdW(t), which implies that the r.h.s. of (3.4]) should converge to the
Wick exponential : exp (S(l) 13 7 dW(t)) :, thus matching the conclusion of Theorem .
-5t

The actual proof in [CSZ17b]| is fairly involved and gives more information. In particular,
the terms in (3.5)) corresponding to different r» € N can be shown to converge to increments
of independent Brownian motions. In particular, the white noise dW in (3.6)) is the sum of a
sequence of independent white noises, which arise as the limits of random fields defined from
degree r polynomials of £y (-, -), one for each r € N. The proof is based on the Fourth Moment
Theorem for Gaussian limits, see [CSZ17b, Theorem 4.2| and the references therein. O

[0,1], (3.6)

Proof strategy 2 [CC22, Theorems 3.5 & 3.6|. Instead of proving that Z ]%N (0) converges
in distribution to a log-normal random variable, i.e. the exponential of a Gaussian, see ({3.1),

it is also possible to prove directly that log Z]ﬁvN (0) converges to a Gaussian. To this end,

we approximate log Z]%N (0) in terms of a random variable X]({fom obtained by restricting the

sum in (3.3)) to a single dominated sequence ny = max{ng —ny,...,ny — Np_1}:
ee} T
d
X" = Z Z ani—ni,l(zi — zi—1)En (N4 2;) - (3.7)
r=1 nyg=0<ny <--<n,.<N =1

nyzmax{ng—nqi,..,np—ng_1}

2
29:=0,21,...,2,.€Z

dom

One can show that Xz is asymptotically Gaussian, more precisely E[(devom)g] — o2 and

B
Xy o N (0,(7/2;) in distribution, see [CC22l Theorems 3.6]. The proof is based on the
classic Feller-Lindeberg Central Limit Theorems for sums of independent random variables
(obtained by partitioning the sums in in disjoint intervals). A strengthened version of
Theoremﬂ is then obtained by showing that log Z]%N (0) ~ Xom — %E[(ngom)Q] in L? (not
just in distribution), which is shown in [CC22, Theorems 3.5] by exploiting a decomposition
in terms of dominated sequences similar to the one described in Proof strategy 1.

Proof strategy 3. In [CD24|, yet another proof of Theorem was presented. The main
idea was to approximate Z]@N (0) by a product of independent random variables. More
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precisely, Zy¥(0) ~ [ [, 23 where Z3, = B

|: Zn Th— 1+1(BNw(n)Sn)_>‘(IBN)):|’ Wlth 7_0 = 0

and 7, = [Nk/M] for k = 1,..., M. Note that (7;,) encode the same exponential time scales
as in Proof strategy 1, and (Zf/],vk)lgks s are independent random variables with mean 1
and variance of order 1/M (cf Corollary . Applying a classic Lindeberg Central Limit
Theorem to log Zf,N( 0) ~ Zk 1 logZ Ny then gives the the convergence of log Zf]N (0) in

distribution to a Gaussian random variable with mean —o 5 / 2 and variance JB. This requires
Taylor expanding log Z]%Nk = log (1 + (ZJ@Nk — 1)) and bounding the (2 + &) moments of

Z]%’:’k — 1. The latter is achieved by applying hypercontractivity estimates for polynomial
chaos expansions from [MOOI0|, which bounds moments higher than 2 by the second
moment of a modified polynomial chaos expansion. In out setting, this amounts to increasing

B in - to some 3’ > B Thanks to the fact that we are considering the subcritical regime
B < 1, we can choose 3 < 1 to be subcritical as well, which ensures that we have the desired
control on the second moments of the partition funct1ons.

3.2. RANDOM FIELD FLUCTUATION. In [CSZI7h, Theorem 2.13], it was shown that

in the subcritical regime B < 1, the fluctuation of the random field of partition functions
(Zf N(zv/N ) e 10,1],e 2 > (and its mollified SHE analogue u° from (1.3))) is asymptotically
VN

Gaussian and solves the Edwards-Wilkinson equation (or additive SHE).

Theorem 3.3 (Edwards-Wilkinson fluctuation for DPM). For any test function
¢ € C,(R?) and any t € (0,1], we have
e f o(x ZﬁN :m/NJ)—1 dx—>j o(x (3.8)
N

N—o

where v(t, x) is a generalised Gaussian field that solves the 2d Edwards- Wilkinson equation

olt z) = %Av(t,x) + /1_132 £(t, ), .

v(0,2) =1

Proof sketch. Without loss of generality, assume ¢ = 1. Using the polynomial chaos
expansion for ZfVN (z) from ([2.2), we can rewrite the left-hand side of (3.8)) as
1 0

q)N = m Z Z d’(%) 111 qni*ni71(zi o Zi*l)gN(ni’ zl)

r=1

2032150 ZTEZQ
O=ng<ng<--<n,.<N

N Z < 2 ¢ qn1 —2’0)> E]‘ifN(nbh), (3.10)

zleZ zer
0<ni<N
- ~- -
QN¢4>(n1721)
where
3 f I 0 k
= 1 1)
EN (g, 2) == : (1 + 2 Z HQni—ni,l(Zz‘ — zi-1)én (1, Zz))

k=2 29,0 zk€Z2 1=2
ny<ng<--<np <N



THE CRITICAL 2d STOCHASTIC HEAT FLOW 15

is simply the product of {x7(ny, z1)/Bn with the point-to-plane partition function Z ]%N (nq,21)
starting at (nq, z;) and ending at time N.

Note that the sum in is an L2—0rthogonal decomposition, each E'fVN (nq, 1) has
variance of order 1, and the averaging w.r.t. the kernel gy (1, 21) ensures that the dominant
contribution to ®, comes from (ny,z) of the order (N,v/N). Now the key observation
is that, by Corollary and the calculations therein, each E’?VN (nq,2;) depends only on
&n(n, z) with (n, z) in a sub-diffusive time-space window around (ny, z;). Therefore ® is
an average of the field of random variables E]ﬁVN (nq, z1) with very local dependence. It is
then not surprising that such an average has a Gaussian limit as N — co. This was first
proved in [CSZ17b| using the Fourth Moment Theorem for polynomial chaos expansions.
See also [CC22| for an alternative proof using more classic tools from the proof of CLT for
triangular arrays. O

4. THE 2d KPZ IN THE SUBCRITICAL REGIME

In this section we will discuss the fluctuation of the solution to the KPZ equation (|1.5))

in the subcritical regime B < 1. The one-point statistics can be easily deduced from the
log-normality of the SHE via the Cole-Hopf transformation h°(¢,z) = logu®(t, x) as

aﬁwl—%aé ifﬁ:<1
—0 ifg=1

with Ug = log Wy ~N(0,1), (4.1)

1
2
€l0 1-5°7

he(t,z) {
The random field fluctuations are more subtle as the operation of averaging does not commute
with nonlinear functions such as logz, ie., {¢(z)logu®(t,z)dz # log{d(z)u(t,z)dx.
Surprisingly, the limiting random field fluctuation for logu° turns out to be the same as the
fluctuation for u° and its polymer partition function analogue in Theorem The theorem
we obtained in [CSZ20] (see also [Gu20]) is the following:

Theorem 4.1 (Edwards-Wilkinson fluctuation for subcritical 2d KPZ - [CSZ20),
Gu20]). Let h® be the solution of the mollified KPZ equation (1.5)) with initial condition

he(0,2) =0 and B. = B\/Qﬂ/log&t—l, Be (0,1). Denote

Be V27 B

where the centering satisfies E[h°(t,x)] = 7%02 +o(l) ase | 0, see (4.1)).
Foranyt >0 and ¢ € C’C(RQ), the following convergence in law holds:

€(t. ) — €(t. loge ™!
0 (t,0) o= D) ZEW G O] N8 ey mpea)), (4.2)

d
G000 = [0 (L 0)oadds o wlt).00), (13)
where v(-,-) is the solution of the two-dimensional Edwards- Wilkinson equation in (3.9).

The analogue of Theorem for the log partition functions of the directed polymer is
also given in [CSZ20|. This will be the theorem whose proof we will outline. The proof of
Theorem follows exactly the same lines if instead of working with the polynomial chaos
expansion of the partition function we work with the Wiener chaos expansion of u° as in

(2.4). We refer to [CSZ20, Section 5| for details.
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Theorem 4.2. Assume the same setting as in Theoremfor some f3 € (0,1). Apart from
(1.8), suppose that the disorder w also satisfies the concentration of measure property m

Iy >1,C,,C5€ (0,0) : forallmeN and f: R" — R conver and 1-Lipschitz

5 4.4
S P I

where My denotes a median of f(wy,...,wy). Denotﬂ

By _ BN
_logZyy (av'N) — E[log Z,y ] = \/@(log Ztﬂj{fv(m\/ﬁ) — E[log Zf]ﬁ), (4.5)
By Var B

For any t > 0 and ¢ € C,(R?), the following convergence in law holds with v(-,-) as in (3.9):

(8,000 = [, v(t.a) o) do o ot ), 000, (4.6)

hN(t’ I) :

N—o0

Remark 4.3. We note that the constant 4w that appears in (4.5)) is different than the
constant 2w that appears in the corresponding statement in [CSZ20|. This discrepancy is due
to the fact that in this review we work with aperiodic random walks.

Proof sketch for Theorem [4.2 The main idea is to “linearize” log Z]ﬂVN (z) by Taylor
expansion, but not around E[Z]%N (z)] = 1. Rather, we should Taylor expand log Z]%N (x)
around Zje;’ Bn (x), which depends only on disorder in a small time-space window around the

starting point of the polymer, but with Zf\‘,ﬁN () ~ Z]BVN (z) by Corollary More precisely,
we define the time-space window

z 2 l1-a 3
N::{(n,z)eNxZ :m< N N |lz—xz|<N2 4}, (4.7)
where
1
a = — Wlth E O, * 3 48
N v e (0,7") (4.8)

for some v* > 0 depending only on 3, which makes the time window « N. The precise
choice of 4* is more of a technical nature and we will not bother with it here; one can refer
to [CSZ20] for details. The spatial window of the set A} is slightly superdiffusive compared
to the time window to ensure that the random walk starting from x at time 0 will stay
inside A% till the end of the time window with high probability.

We define now the partition function Zj?,,ﬂ (x) which only uses disorder in Ay, i.e.,

HN
ZNpy (@) = Eyle V], where  HY = 30 (Bywng — ABN)) s, =0y (49)

(n,x)eAly
This allows us to decompose the original partition function Z]@N (x) as follows:

A 5 A
ZWN (x) = Zi g, (%) + ZR g, (@), (4.10)

TCondition (T.4) is satisfied if w are bounded, Gaussian, or if they have a density exp(—V(-) + U(-)), with
V uniformly strictly convex and U bounded. We refer to [Led01] for more details.

IThe scaling constant /47 here is different than the constant /7 in [CSZ20] due to the aperiodicity of
the random walk we consider here.
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N L2
where ZZI\AT,BN () &~ 0 is the “remainder”, although it will be the source of the limiting

fluctuation in (4.6). We now perform the Taylor expansion

74 (x) ZN (2)
log Z}@N(x) = log ZjeﬁN(x) + log (1 + %) = log ZﬁﬁN (x) + ZA’ﬁN@ + On(z),
NvﬁN N?ﬁN
(4.11)

where O () is the error term. This approximation is quantified via the following estimates.

Estimate 1. For suitable test functions ¢(-), we have

ViogN -+ 3 (On(x) ~ E[O(@)]) 6( %) J-ff:“% 0. (4.12)
z€Z’

The proof of this estimate uses a simple Taylor expansion estimate, which says that,
Zi gy (%)
Zi gy (%)
apply Holder inequality to separate the numerator and denominator. This in turn requires
bounds on the moments of the partition function of order slightly higher than 2, and
bounds on arbitrarily negative moments. In [CSZ20], hyper-contractivity was used to bound
moments of order higher than 2. Alternatively, one can also use more recent techniques from
ILZ23, [CZ23] to bound moments of all orders in the subcritical regime.

To bound the negative moments, we use Assumption and concentration of measure
estimates (|[CSZ20, Poposition 3.1]):

Negative tails. For any 3 € (0,1), there exists ¢ = ¢(8) € (0,00) with the following
property: for every N € N and for every choice of A < {1,..., N} x 72, one has

essentially, the error term Oy (z) is bounded by ( )2. In order to bound this error, we

Vit =0: P(log Zp g, < —t) < ce_tv/c, (4.13)

where 7 > 1 is the same exponent appearing in assumption ((4.4)).
Next, we need:

Estimate 2. For Zjé;’ 3y (*) defined as in (4.9) and suitable test function ¢,

«/logN-% 7 (108 23 s () — Bllog 24 s (0)]) 0l ) s 0. (4.14)

2
T€Z

The proof of this is a fairly simple L*(P) estimate and uses the fact that Zjé;ﬂN() has
very local dependence on the disorder, i.e., ZJI:‘LBN (z) and Z]‘éfﬁN (y) are independent if

1_an
|z —y| =2N274 «+/N.

Estimates 1 and 2 imply that the fluctuations of the field log Z]%N (+) is governed by the

Z g (-
fluctuations of the field =52 ( ). The crucial point here is that the numerator approzimately
N8y
factorises in a way that cancels the denominator, and what remains is a restricted polymer
partition function for which we can apply a variant of Theorem With reference to Figure

(B), we define the partition function

HIN
ZﬁyﬁN(:c) = Ex[e BN] where Hg]]‘\fr = 2 (BnwWne — AMBN)) s, —)

(TL,SC)EBN
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(A) Partition fuction Zjé,ﬁN (z). (B) Partition function ZﬁﬁN (x).

FI1GURE 1. The above figures depict the chaos expansions of Zjéh gy (z) and
Z]]\B’L 3y (7). The disorder used by Zjéa gy (@) is restricted to the set Ay, while
the disorder used by Zﬁ,ﬁN (x) is restricted to By.

where the set By is as in Figure I} The crucial approximation that we establish in [CSZ20]
is

2N (@) ~ Zi g, (@) (ZR 5, () — 1) . (4.15)

Here we use again the fact that the time-space window A% is of microscopic scale compared
to the diffusive scale (N,+/N). The quantitative estimate related to this approximation is

Estimate 3. For Zjé,ﬁN(-), ZAf\le(-), ZJJ\B,’BN(-) defined as above and for suitable test
function ¢, we have

1 23 5 (@) 5 . L'

The above estimates reduce the study of the fluctuation of the field log Z]ﬂvN (+) to those of

the field ZE,BN(')’ which is a restricted partition function and we can apply the same proof
as for Theorem [3.3] to establish the Edward-Wilkinson limit. O

5. RELATED RESULTS OUTSIDE THE CRITICAL REGIME

In this section we will briefly list some further related work. The focus will be on the
critical dimension, but below the critical disorder strength. We will also discuss results in
the quasi-critical regime and results in higher dimensions.

5.1. OTHER MARGINALLY RELEVANT DIRECTED POLYMER MODELS. Theoremsm
and are special cases of more general results in [CSZ17b| concerning one-point and
random field fluctuations of directed polymer models that are marginally relevant. Roughly
speaking, a directed polymer model in the time-space domain N x ART marginally relevant
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if its replica overlap
N
n=1gezd

with S and S’ being two independent random walks on 7% with law P, diverges as a slowly
varying function in N. We will explain in more detail what is meant by the marginal
relevance of a disordered systems and the connection with singular SPDE in Section

As we have seen, for the 2d DPM, the divergence of the replica overlap R is logarithmic.
Besides the 2d DPM, other examples include directed polymer in N x 7% with d = 1, defined
from a heavy-tailed random walk in the domain of attraction of the Cauchy distribution,
ie. P(S, >x) ~ ;1:_1, or the disordered pinning model which can be regarded as a directed
polymer on N x 7% with d = 0, defined from a renewal process on N x {0} (marginally
relevant if the renewals are the times when a simple symmetric random walk on Z returns
to 0). It was shown in [CSZI17b| that these marginally relevant directed polymer models
all exhibit the same asymptotic limit behavior as in Theorems for the 2d DPM, which
shows a surprising universality across different dimensions.

5.2. STOCHASTIC HEAT EQUATION. The analogue of Theorem for the solution u°
of the mollified SHE (1.3|) was proved in |[CSZ17b, Theorem 2.15]. More precisely,

Theorem 5.1 (1-point statistics for the mollified SHE). If 5. = (8 + o(1)) 102;1

with B € (0,1), then for anyt >0 and = € R?, we have

2 N
ue(t,x) d eXp<GBW1—2ﬁ> ’ifﬁA<1 ’
0 if =1

e—0
with W1 a standard normal random variable and O’ log B

Moreover, the analogue Theorem [3.3] i.e. Edwards-Wilkinson limit for the field of the
solution u°(t,-) was also established in [CSZITD:

Theorem 5.2 (Edwards-Wilkinson fluctuation for the mollified SHE). If g, =
(B +0(1)) 102;1 with B € (0,1), then for any test function ¢ € CC(RZ), we have

1 e
5 Lo () < 1)as — | ote
where v(t,z) is an in (3.9).

Theorem 2.17 in [CSZ17b| actually considered the fluctuation of the solution as a space-
time field instead of as a field in space at a given time, as stated above. The proof of
Theorem is simpler. The joint limit of the solution at finitely many space-time points at
sub-diffusive scales is identified in [CSZ17b, Theorem 2.15].

5.3. ALTERNATIVE APPROACH TO SUBCRITICAL 2d KPZ. In a subset of the sub-
critical regime for the 2d KPZ considered in Theorem tightness of the fluctuation field
was first established in [CD20], while [Gu20] gave an alternative proof using tools from
stochastic analysis. The linearisation strategy is the same as in [CSZ20], but [Gu20] used
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the Clark-Ocone formula (see [Nua06| for a reference and more background on Malliavin
calculus) to express

t
logu®(t,z) = E[logu® | + J f , E[ Dy, logu®(t,x)| Fy | dW (s,y),
0 Jr

where D, , is the Malliavin derivative and Fj is the filtration generated by the white noise
field (W (r,z): r < s) up to time s. Using Malliavin calculus, the above is equal to

log u* (t, ) = E[logu® ] JJ ‘]-‘]dW(s y). (5.1)

The linearisation is based on the same observation as in Section {4, namely, u°(t, z) can be
approximated by a quantity that only depends on the noise in a tiny neighborhood of (¢, x),
and hence decouples from the numerator in the right-hand side of as well as the o-field
Fs. Once the linearisation is achieved, the Edwards-Wilkinson limit is obtained via the
second order Poincaré inequality [Cha09, INPRQ9], which states that given a random variable
X defined from a white noise W on a domain A, the total variation distance between the
distribution of X and that of a normal random variable { with matching mean and variance
can be bounded by

1/4 1/4
dry(X,¢) < CE[|DX| 4] E[| D*X |2, ], (5.2)

where D is again the Malliavin derivative, H is the L? space of functions on A, and | - lop is
the operator norm of the Hessian operator D?X. The fact that the second order Poincaré
inequality involves a fourth moment is why the result of [Gu20] is restricted to a subset of
the subcritical regime.

We also mention that, spatial averages of the solution of the mollified 2d KPZ equation
on the mesoscopic scale have been shown in to also have Gaussian fluctuations. In
[NN23], Theorem [4.1] has been generalised to the fluctuation field of F'(u®(t,z)) with general
initial condition u°(0,-) and for a suitable class of functions F' that includes F(z) = log 2.

5.4. NONLINEAR STOCHASTIC HEAT EQUATIONS. A program to study nonlinear sto-
chastic heat equations at the critical dimension two was initiated in [DG22| and studied

further in DG24]. In [DG22| [Tao24al, they consider SPDEs of the form

V2T
+/[loge|

where o: [0,00) — [0, 0) is a globally Lipschitz function with Lipschitz constant Lip(c) < 1,
which is below the critical value BC = 1 of the linear SHE.

n [DG22|, the analogue of Theorem on the limit of one-point distribution was
established. More precisely, if u“(0,+) = a > 0, then the solution u®(¢,z) of at any
t >0 and z € R? converges in distribution to a random variable Ea,0(Q) with Q = 2, which
solves the following forward-backward SDE (FBSDE):

dEa,Q(Q) = ‘](Q -9, Ea,Q(Q)) dB(Q)’ qe (07 Q],
Zaql0) =4, (5.4)

T(r,b) = \}iE[az (=, ()]

1
o’ = 5Aus + o(u) &, t>0,zeR? (5.3)
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where (B(q)),>0 is a one-dimensional Brownian motion, and a is the initial condition of the
FBSDE =, (:), with terminal time Q. When o (u) = cu with ¢ < 1, Z, 4(2) is log-normal
and this recovers Theorem [B.]

The connection between ((5.3)) and the FBSDE (j5.4)) is that for @ € (0, 2], u€(52_Q, x) ~
E,,0(Q). Furthermore, given @ € (0, 2], one has

(@9 -y~ 2 0(0),  q€]0,Q],

where ¢ ~(@~% corresponds to the exponential time scale N ot in Corollarywith N=c¢c2
Such exponential time scales for the nonlinear SHE are motivated by the same type of
second moment calculations as in Corollary The heuristic justification for is the
following. Denote T = 2 Qandr = @ — q. By second moment calculations, a small error
is incurred if we turn off the noise £° (i.e., evolve according to the heat equation) in the

time interval (T — e2™", T — 27" ) for a very small § > 0. Smoothing by the heat flow on
this time interval allows one to replace u®(T — 527“5, -) by a random constant distributed
roughly as Z, (q) = Z,,o(Q —r), which becomes the initial condition for the evolution of u°

279 snward. Consider the evolution of u° till a later time T — &> for

2—r+A (T _ 52—7"+5) ~ 62—7“

from time T — ¢
some small A > ¢§. The time duration of this evolution is T — ¢
and therefore to compute the increment of the quadratic variation of u°(-, z) in this time
interval, it suffices to consider with initial condition Z, o(Q — ) and time duration

£27" which leads to the SDE in with diffusion coefficient J(r, =, o(Q —1)).

The analogue of Theorem on the Edwards-Wilkinson limit for the non-linear SHE
was established in [Tao24al.

In [DG23|, [DG24], the results in [DG22] and [Tao24a] were extended to o that do not
necessarily satisfy the condition Lip(c) < 1. For technical convenience, they considered a
variant of where smoothing is performed on o(u)¢ instead of on &, but the result is

expected to be the same. The key idea of [DG23] is that if Lip(¢) =: v/A > 1, then the
2

7

2
result of [DG22] applies to u° up to a time scale of &2 .= 77 with the corresponding

spatial scale € = 51_%. Heuristically, if one performs an averaging on this space-time scale,
then & replaces ¢ as the basic spatial scale of smoothing, while J(2/A4,-) =: &(-) replaces
o(-) as the renormalised diffusion function. If Lip(d) =: VA < o0, then one can apply
IDG22] to this renormalised non-linear SHE up to a time scale of 52_%2 :Q (5(2_%))1_% > &%,

This procedure can then be iterated to find the maximal time scale ¢ at which one can

identify the distributional limit of ua(€2_Q, x). The corresponding Edwards-Wilkinson limit
was obtained in [DG24].

5.5. ANISOTROPIC KPZ AND RELATED MODELS. The general 2-dimensional KPZ is
formally written as

1
Oh = SAh+(Vh,QVh) +&  t>0,zeR’, (5:5)

where (-, -) is the Euclidean inner product, ¢ is the usual space-time white noise, and Q

is a 2 x 2 matrix. When @ = é _01 , it is called the purely anisotropic KPZ (AKPZ).
This model emerged in the physics literature in [Wol91]. It was shown in [CET23| that the

correlation length of the interface grows like 4/¢(log t)l/ 2,
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Although the 2-dimensional anistropic KPZ is also a critical singular SPDE, just as the
2-dimensional SHE and isotropic KPZ, the techniques are very different. We refer to the
lecture notes by Cannizzaro and Toninelli [CT24] for more details, where their techniques
apply to a family of critical and supercritical singular SPDESs, including the stochastic Navier
Stokes equation with divergence-free driving noise, Burgers equation, diffusion in the curl of
a 2d Gaussian Free Field, self-repelling Brownian polymers, etc.

The weak coupling limit of , with the same noise strength as in Theorem for the
isotropic KPZ, has also been studied [CES21l [CET23|. More precisely, in [CES21l [CET23],
instead of mollifying the noise, all Fourier modes beyond order 1/ are truncated, which is
an alternative method of performing the so-called ultraviolet cutoff to smoothe things at
spatial scale e. The strength of non-linearity in the AKPZ (c.f. (L.6))) is then scaled down as

A =4/ 5\/ log £, The random field fluctuation of the AKPZ in this weak coupling regime is
shown to converge to the solution of the following Edwards-Wilkinson equation:

5 A NS
Oph = VGHT()Ah + A/ Ve (N) &, with Veg(N\) = SN (5.6)
T

We note that, in contrast to the isotropic 2d KPZ treated in Theorem the coefficient of
Ah is also modified. But there is no phase transition in ) in the sense that the strength of
the limiting noise ¢ is bounded for all A>0. A key property needed in the analysis of the
AKPZ is that it has an explicit Gaussian invariant measure (the Gaussian free field). This

is a common feature shared by models in this class. Again, we refer to the lecture notes
[CT24] for more details.

5.6. THE QUASI-CRITICAL REGIME. The fluctuations of the partition functions as a
random field have very different features in the sub-critical and critical regimes:

e in the sub-critical regime B < 1, fluctuations are asymptotically Gaussian after

centering and rescaling by [3;,1 ~ ﬁ_lx/logN see Theorem
«/logNJ oz ZﬁN \/NJ)—1)d FJ e
where 0,0(t, ) solves a normalised version of the Edwards-Wilkinson equation (i3.9)),

namely 6,5@({,37) = $AB(t, ) + &(t, ) d(t,x) with 0,6(0,-) = 1 (we moved the scaling
factor (1 — 62)_1/ 2 into (5.7)) for later comparison, see below);

)o(t, x) (5.7)

e on the other hand, in the cm’tical regz'me B = 1, and actually in the whole critical
window 3% = 1 + O(lo ~), see (L.16), a non-Gaussian scaling limit emerges with no
need of centering and Tescalmg, see Theorem [6.1}

J 6(x) 22 (|aVN|) da jggo(x)SHFg,t(dx,R?),
R

N—0
where SH Fs’t(dx, dy) is the critical 2d stochastic heat flow, see Section @

To interpolate between these regimes, we can let 8 = f3 (N) 1 1 from below the critical
window. In view of (1.16]), this amounts to taking 5 = Sy in the quasi-critical regime defined
by:

2 1 Iy ,
=—1- th 1«9 log N . 5.8
O3y e ( Tog N wi < ¥y « log (5.8)
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It is proved in [CCR23| that throughout this quasi-critical regime, the partition function as
a random field has Gaussian fluctuations, after centering and rescaling by /9, a factor
which interpolates between 4/log N and 1:

e f (23 eV = 1) e~ | ota)ift.a)d. (5.9)
where v(t,x), as in (5.7)), solves the Edwards-Wilkinson equationm This shows that non-
Gaussian behavior does not appear below the critical window. Note that setting formally
B =1- bﬂg—NN in ((5.7), as prescribed by , we would obtain ([5.9).

The strategy to prove , inspired by [CC22|, is to decompose the space-averaged
partition function approximately into a sum of independent random variables and then
apply a Central Limit Theorem under a Lyapunov condition, which requires estimating
moments of the partition function of order higher than two. A key difficulty is the lack of
hypercontractivity, which holds in the sub-critical regime B < 1, but not in the quasi-critical
regime (nor in the critical regime B = 1), since the main contribution now comes from

terms of diverging order in the chaos expansion. To this end, novel moment estimates are
derived in [CC22| by exploiting and extending the strategy in [CSZ23a, [LZ23].

5.7. HIGHER DIMENSIONS. The Directed Polymer Model, the Stochastic Heat Equation
and the KPZ equation have also been studied in dimensions d > 3. A difference in the higher
dimensional setting is that, contrary to the two-dimensional case, the L? critical point (at
which the second moment of the polymer partition function diverges) and the true critical
point (where the polymer undergoes a localisation-delocalisation phase transition) do not
coincide. This is a phenomenon known for some time in the directed polymer literature,
see the references in [Coml7, [Zyg24]. The analogue of Theorems |3.3] . n, and [4.1] - have
been established in dimensions d > 3 below the L? critical point IMU18, [CCM24., [CCM20),
CNN22, [LZ22], which requires scaling of the noise strength in mollified SHE and KPZ by a

factor of 6% (equivalent to no scaling in the inverse temperature 3 in the directed polymer
model). Characterising the random field in d > 3 beyond the L? regime remains a challenging
task. Some progress has been made in the directed polymer setting by Junk [Jun22l [Jun23],
and the equivalence of the fluctuation for the mollified SHE and the mollified KPZ has
recently been established in [JN24|, where the limiting field is believed to solve an analogue
of the Edwards-Wilkinson equation driven by a stable noise field.

5.8. SPACE-TIME MOLLIFICATIONS OF NOISE. So far, we have been discussing spatial
mollifications of the noise, which is convenient because the noise is still white in time and
hence we can define the solution of the mollified SHE in terms of It6 integral. However,
it is also meaningful to consider a regularisation where the noise is mollified in both space
and time. This approach was considered in [GRZ18]| for the SHE in dimensions d > 3 and
in [Kot24] in d = 2. Even though there is still Edwards-Wilkinson limit in the weak disorder
regime, there are additional difficulties because the time mollification destroys the martingale
structure of the process and the path measures are tilted by self-intersections local times.
We refer to [GRZ18, [Kot24] for details.

"To compare with [CCR23, Theorem 1.1], note that the RHS of (5.9) is a Gaussian random variable with

_le—a'[
2v du.

variance o} 4 1= §a2 02 6(x) Ki(z,2") ¢(2') do da’ with Ky(z,2") := § 3= e
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FIGURE 2. The pictures above illustrate the critical 2d stochastic heat
flow, SHF(9), and its scaling properties. The top-right picture and the two
bottom pictures are zoomed-in snapshots of the upper-left picture, which is
a simulation of SHF(¢) with ¥ = 0. The singularity of the critical 2d SHF
w.r.t. the Lebesque measure can be seen from the upper-left picture. The
zoomed-in snapshots demonstrate the scaling covariance of SHF(4) stated in
. In particular, the zoomed-in fields appear to be smoother than the
original field, since shows that zooming in has the effect of decreasing
the disorder strength .

6. THE CRITICAL 2d SHF

6.1. MAIN RESULT. We assume throughout this section that gy and 012\, have been
chosen in the critical window as in (|1.16)) for some ¥ € R.

Recall the family of point-to-point partition functions fo’ v (z,y) from (1.11]). To keep

the notation simple, we will omit 85 from Z]@N ~- We regard Zy; n(+,-) as a random measure
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on Z> x Z2. Scaling space and time diffusively and also the mass of the random measure, we

define the family of rescaled random measures Zy := (2., ;(dz, dy))ossst by
1 T Y
y)Z dz,d — —\Z 1
ff N, St( €Ly y) N ZZ2 90(\/N>¢(\/N) [NSJ,[NtJ('/'U’y)’ (6 )
R’ xR” TYe

where @, € CC(R2) are test functions with compact support. We regard Zy. ¢ ,(dz, dy) as

a random variable taking values in the space of Radon measures M(R2 X R2) on R? x R?,
equipped with the vague topology.

The main result from [CSZ23a] is that in the critical window, the rescaled partition
function Zy.,(dx,dy), regarded as a stochastic process in the space M(R2 X Rz) indexed

by 0 < s <t < 00, converges in law to a unique limit, that we denote by SHFit(da:, dy).

Theorem 6.1 (Critical 2d SHF). Let Sy be chosen in the critical window (1.16)) for some
YeR. As N — o, the family of random measures Zy = (2. s (dx, dy))o<s<t converges in
finite dimensional distribution to a unique limit

SHF(’&) = (SHFf,t(dx7dy))0Ssst<oo >

called the critical 2d stochastic heat flow. The limit SHF () does not depend on the law of
the disorder w except for the assumptions in (L1.8)). The first and second moments are

E[SHFY ,(dz, dy)] = g, (y — z) dz dy, (6.2)
COV[SHFSt(dw dy), SHFSt(dx dy’ )] = K?_S(m,a:/;y,y/)da: dydz'dy’, (6.3)
with the kernel Kt,s defined by
K] (w,a'sy,y) 1= 4mge (S5 — 255 U 92a(’ =) Gy(b — a) gas—4) (¥ — y) dadb,

O<a<b<t

(6.4)
where g is the heat kernel in R? defined in (2.5), and Gy is defined in (8.12))-(8.13)).

Remark 6.2. The original definition of the Stochastic Heat Flow in |[CSZ23al Theorem 1.1],
denoted by Q‘”ﬂ, was deried from directed polymers with simple symmetric random walk,
which is periodic and has variance § (in each component). The definition of SHF(J) here
1s slightly different, because the random walk S is aperiodic and has unit variance, which
matches the scaling limit of the solution of the mollified SHE. To match the two definitions,
it suffices to rescale space, time, and the measure in order to match the first two moments:
compare (6.2)-(6.4) with [CSZ23a], egs. (1.13) and (3.56)|. This leads to the identification

SHF?, (dz, dy) £ 4 2,(d%5, d-¥) £ 2 25 °5%(dx, dy) , (6.5)

where the second equality holds by scaling covariance, see [CSZ23a, Theorem 1 2] and

Theorem 1| below, and V(dx dy) = (d\“”f d\y[) denotes the measure v(A) := u( A) for

A< R? x R*. Relation corrects a misprint in |[CSZ23al Remark 1.5].

Remark 6.3. The covariance kernel Kf_s(x,x/;y,y') was first identified in [BCIY| (see
also [CSZ19D]) and is logarithmically divergent near the diagonals x = x' or y = y'. One

can also express K?,S(:U,x/;y,y’) in terms of the Volterra function, see [CM23l, [(CM24] and
the references therein.
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In what follows, we will sketch the proof Theorem in [CSZ23al, which was carried out
without any axiomatic characterisation of the limit SHF(¢). This difficulty was overcome by
comparing with a family of coarse-grained models and then applying a Lindberg principle.
Recently, Tsai [Tsa24] gave an axiomatic characterisation of SHF (¢) and then applied it
to show that the solution of the mollified 2d SHE in the critical window also converges to
SHF (). We will discuss this in more detail in Section [10.3]

6.2. UNIVERSALITY VIA A LINDEBERG PRINCIPLE. To illustrate some of the proof
ingredients for Theorem in a simpler setting, we sketch here how one might apply a
Lindeberg principle to show that the limit of the random measures Zp in Theorem if it
exists, does not depend on the law of the disorder variables w = (w(n, Z))(n,z)eNxZZ'
Let us consider the averaged point-to-plane partition function

1 T
Zy(p) = D o(—=) 2 (x),  peC(R?), (6.6)
" :):EZQ <\/N> "

which equals {§ ¢(z)Zy.0 1 (dz,dy) in the notation introduced in (6.1).
By (2.2)), Zx(p) admits the polynomial chaos expansion

v vy N ek Mo mentnz), 60

20,275 Z,,,,EZ
ng:=0<ny<--<n, <N

where )
_ 20
PN = 22@(\/ﬁ> (6.8)
2o€EZ
Note that Zx(¢) is a function of the i.i.d. random variables &y 1= ({n(n, x))n,xeNxZZ'

A Lindeberg principle is said to hold when the law of a function ¥(() of a family of
random variables ( = ((;);er does not change much if ¢ is replaced by another family
of random variables n = (7;);er with matching first few moments. Lindeberg principles
provide powerful tools to prove universality, the simplest instance being the universality
of the Gaussian distribution from the central limit theorem. The usual formulation such
as in [Cha06| requires the family of random variables to be independent (or exchangeable),
and ¥ needs to have bounded first three partial derivatives. This is not satisfied when
U is a multilinear polynomial, whose derivatives are unbounded. This case was treated
in [Rot79, IMOOI10] (see also [CSZ17al). Although the results in these references are not
directly applicable to Zn(p) for reasons that we will explain shortly, we can still apply the
general approach. We first recall the Lindeberg principle from [MOO10].

Lindeberg principle [MOOI0]. Consider a function ¥(x) defined as a sum of mutilinear
polynomials in the variables x = (z;);eT by

v = Y 0] (6.9)
ICT,|I|<oo el

where 1 is a real-valued function defined on finite subsets of the index set T.
Let ¢ = ()ier and 1 = (1;);eT be two ii.d. family with mean 0, variance 1, and

E[¢]*] v E[|n:’] < o0. Then we note that
E[¥()] =E[¥(n)] = (&) and Var(¥(()) =Var(T(m)= >, ()™

IcT,1<|I|<o
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Without loss of generality, we assume that ¥ has been normalised with Var[®(¢)*] = 1. To
identify conditions that ensure ¥({) and W(n) are close in distribution, we consider

E[f(¥(m)] - E[f(¥(Q)]  for [feCP(R),

i.e., bounded continuous test functions with bounded first three derivatives.

Assume for simplicity that T is a finite set with elements labelled by 1,...,|T|. Then we
replace (; by n; one variable at a time and for each 0 < k < |T|, define the k-th interpolating
family by ¢ with (¥ =, for 1 <i <k and ¢ = ¢; for i > k. Note that () = ¢ and
¢ (ITh — 7. We can then write the telescoplc sum

|T|
ELf(¥(n)] ~ ELF ()] = Y ELF(RE™) — £ )], (6.10)
k=1

Denote gy ¢ (%) := f(¥(N15- -3 Me—15T, Cos15 - - - » (ry))- By Taylor expansion,
FEEM)) = ™)) = gpcn(m) — gr.cn(G)
/ 1 VA
= Gr.cn(0) (M — Cp) + igk,g,n(o)(nl% — i) + R(m) — R(G),

where R(z) is the remainder in the Taylor expansion of g . ,(7) and satisfies

IR(2)| < g cnlolel® < £ ool 0% (™) [P .

Here 0, ¥ denotes the partial derivative w.r.t. x;, and does not depend on z;,, — note that
because ¥ is multilinear, 8,3\11 = (. Substituting the above calculations into (6.10|) and using
the fact that ({j,n;) are independent of (¢;,7;);.x, we find that the first and second order
terms in the Taylor expansion cancel out, and

u (k)\|3 3 3

"
ELF (U (m)] = ELF PO < [0 Y BT PTELIG] + Eflmel])
=1 (6.11)

=

< " oo max (& [1G*] + ElJm ] Z (2 ¢™)[].

This is the point where the analysis in [MOO10] is no longer adequate when considering the
critical case.

Note that for each k, 0, ¥(() (we replaced ¢ (k) by ( for simplicity) also admits a polynomial
chaos expansion in the variables ¢. In [MOOI10], E[|0,¥ (¢ )‘3] is bounded using hyper-
contractivity (see also [CSZ20, Theorem B.1]), which bounds higher than 2 moments by
the second moment with an additional weight c§_1 on each chaos component of order k.
Therefore,

ElavOf < (3 U ww?) < (3 way)’ -

IcT: kel IcCT: kel

3 3
2 2

55 Infy (0)2,

where ¢3 > 1 depends only on the law of ¢, deg(¥) := max{|I| : ¢»(I) > 0} is the degree of
v, and

Infy(0) == E[(3, ()] = > o)

IcT: kel
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is called the influence of ¢, on ¥(¢) in [MOOI10]. We can then bound the r.h.s. of (6.11)) by

I
[ELA(W(0)] — BLA(R(O)]] < Cp ™™ (maxTny ()2 Y)Y w(1)?
k=11IcT: kel
= Cp e W) (maxInf (1)) ) |Tw(1)?
K ICT:|I|>1

< Cp "V deg (W) (max Infy (¥)) *Var(¥(0).  (6.12)

When we consider a sequence ¥y with uniformly bounded degree and variance, the r.h.s. of
tends to 0 once we show that the maximum influence maxy, Inf, (V) — 0 as N — .

The argument above fails when applied to the averaged partition function Zy(¢) in the
critical window, because we will see in Section [8| that in the polynomial chaos expansion
of Zy(p) in , the dominant contribution comes from terms of degree Alog N where

A > 0 can be arbitrarily large. Therefore in , 3deg A chlogN can overwhelm
maxy, Inf;, (¥ ), and we will need sharper bounds than prov1ded by hyper-contractivity.

Applying Lindeberg to Zy(p). Our starting point is (6.11]), which was actually derived
only using the assumption that for each i € T, 1, and (;, have matching first two moments.

Recall the i.i.d. family &y = (En(n, z))(n 2)eNxZ2 from (2.1)), and denote

W@ = 2n@ =Pty Y N o8 [ann izt 2
r=1 2 =1

20,275 2,.€Z
ng:=0<n|<--<n, <N

To show that the distribution of W (£ ) hardly changes if we replace 5 by another family
(n with matching first two moments (and fourth moment of the same order), we apply the
bound in , where the index set is now T = N x Z2. For each (n,z) € T, we observe the
factorisation

1
a(n,z)\:[/N(gN) = NZO,n(SOsz)Zn,N(Za]D? (613)
where 1(z) =1, pn(2) := go(z/\/N) for z € Z*, and for any v : Z* — R and m < n,
mn ¢a Z '(/) ) and Zm,n(zaw) = Z Zm,n(zvy)¢(y)
zeZ’ yeZQ

are the point-to-plane partition functions with the free endpoint weighted by the function
(recall the point-to-point partition function Z,, ,,(x,y) from (2.3)).

Note that Z; ,,(¢n, 2) and Z,, y(z, 1) are independent, while Z, ,, (¢, z) has the same dis-
tribution as Z ,,(2, o) and Z,, (2, 1) has the same distribution as Zy 5_,(z, 1). Therefore
we have

[ELF (¥ (En))] = ELF(En(Ch)]|

< 1" e (Bl )] + Bl 2)) 3 B0 95 (6.14)
7 (n,z)ENXZ2
< Vo v (Bllen (2 P] + Bl 2)FT) S B[ Zon (e o8 PTE[ Zov—n(2: )],

3
N (7:2) (n,z)ENXZ2

where C](\?’z) is a family that interpolates between £y and (n as in C(k) in (6.10]).
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As will be discussed in Section [0} the key bound is that for any § > 0, we have
4 5 4 el
E[Zon-_n(2,1)"] <CN and  E[Zy,(z,¢n)"] < Ce” VN N?, (6.15)
_clz
where the exponential factor e” V¥ comes from the assumption that ¢ = o(-/vV/N) is
supported on a subset of 72 within distance Cv/N of the origin. Substituting these bounds

into (6.14)) and using the fact that
C

Ellex (n.2)I") < Blen(n 2)'17" < Cofe < oy, (6.16)

which follows easily from the definition of {, in (2.1]), this gives an upper bound of order

3
%N 2+25, with the factor # coming from the normalisation in (6.14). This upper bound

tends to 0 as N — oo if we choose § < 1/2.

Although this argument does not address whether Zy () converges in distribution to a
unique limit, which is the heart of Theorem it does bring out several key ingredients
in the proof of Theorem , namely, the Lindeberg principle that led to , and the
necessary moment bounds for the partition function. We will see more complex
variants of these when we sketch the proof of Theorem [6.1] in Section [7]

6.3. PROOF OUTLINE OF THEOREM [6.1 We now sketch the proof of Theorem
— the main result of [CSZ23a]. The key difficulty is the lack of a characterisation of the
limit, i.e., the critical 2d stochastic heat flow (SHF). As will be discussed in Section |§|,
earlier results [CSZ19b, (GQT21], [(Che24b| established the convergence of all positive integer
moments of the averaged point-to-point partition functions

ZR (0,¥) = 2 ( =) Zok (e, yw(j—ﬁ), p e C(RY), ¥ e Cy(R?Y), (6.17)
zez’
which equals §§¢(2)¥(y)Zxn,01(dz,dy) in the notation introduced in (6.1). However, as
shown in [CSZ23b], the limiting moments limy_, 4, E[Zﬁ]\’ (¢,1)F] diverge too fast in k € N
to uniquely characterise the distributional limit of Zf/\’ (p,1).
Our strategy is to show that the laws of (Z]%N(go, ) nen form a Cauchy sequence, i.e.,

Z]@M(Lp, ) and Z][_\},N(go,w) are close in distribution for large M, N € N. (6.18)

We took inspiration from the work of Kozma [Koz07| on the convergence of the loop erased
random walk on Z?’, which also lacked a characterisation of the scaling limit.
To establish (6.18)), for each € € (0, 1), we will define a coarse-grained partition function

,Qi_(cg)(gp, ¥|©), which has a similar structure to Z]BVN (p,1) and admits a polynomial chaos
expansion w.r.t. a family of random variables ©. We will use ng(cg) as a bridge between Z]@M

and Z]%N . More precisely, we first perform a coarse-grained approximation for Z]BVN (p,) on
the time-space scale (e N,+v/eN) and show that

L? c
Z0 (0, 0) R 2B (0,4]Oy.2), (6.19)

where O . is a family of weakly dependent coarse-grained disorder variables that depend

on N and g, and the approximation error can be made arbitrarily small in L? by choosing &
small and N large.
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We then prove (6.18]) by showing that

dist

2L (o, )0y ) R 24 (0,9]0,.), (6.20)

which follows by applying a Lindeberg principle for sums of multilinear polynomials of a
family of weakly dependent random variables ©. Such a Lindeberg principle was developed
in [CSZ23al, Appendix A|.

Similar to the discussions in Section [6.2] where we tried to apply a Lindeberg principle
directly to Z]ﬁvN (p,1) as a function of the disorder variables &y (n, z), the key ingredients
for the Lindeberg principle are uniform bounds on E[|@N75]3], where © . turns out to
be an averaged partition function itself, and similar moment bounds as in for the

point-to-plane versions of the coarse-grained partition function Qi(cg)(go, Y|ON,).
Here is a summary of the key proof ingredients:

A. Coarse-Graining, which leads to coarse-grained partition functions with a similar
structure to the original polymer partition functions;

B. Time-Space Renewal Structure, which gives a probabilistic representation for the
second moment calculations and leads in the continuum limit to the so-called Dickman
subordinator,

C. Lindeberg Principle for multilinear polynomials of dependent random variables, which
controls the effect of changing © in the coarse-grained partition function Q”E(Cg) (p,|O);

D. Functional Inequalities for Green’s Functions of multiple random walks on Zz, which
yield sharp higher moment bounds for both the original partition functions and the
coarse-grained partition functions.

Remark 6.4. The proof steps outlined above can be applied to models with different micro-
scopic details in the critical window, such as directed polymer models with different underlying
random walks, or the solution of the mollified 2d SHE . As long as space-time is scaled
to produce the same diffusion constant, they can all be compared to the same coarse-grained

model D@’E(Cg)(go, Y|©), just with different coarse-grained variables ©y .. In particular, they
should lead to the same limiting SHF 7% in Theorem if their mean are normalised to the
same value, the disorder strength is chosen to produce matching values of limN_,OOIE[@?V’E]
for each € > 0, and there are uniform bounds on E[|@N7E|3]. See Section@for more details.

7. COARSE GRAINING AND LINDEBERG

7.1. COARSE GRAINING. We now explain how to define the coarse-grained partition
function 228 (¢, ¥|© N.e), see (6.19), and the family of coarse-grained disorder variables
Oy .. We will sketch the key ideas. The more precise details can be found in [CSZ23al,
Section 4].
Given ¢ € (0,1), we partition space-time into mesoscopic blocks indexed by i € N and
a=(ay,ay) € 2%
B.x(i,a) := ((i—1)eN,ieN] x ((a— (1,1))VeN,aveN] n Z*, (7.1)

~— ~—

Ten (i) Senv(@)

where

(@a—(1, 1))\/£7N,a\/£7N] = ((a; — 1)VeN, 32@] x ((ay — 1)@,32\/&].
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FIGURE 3. Space-time is partitioned into mesoscopic boxes B,y (i,a) as in
(7). Given I' = ((ny,21),..., (n,, 2,)), the sequence of space-time points
associated with a given term in the chaos expansion in , the boxes
containing the dotted lines are the ones that intersect I'. The starting point
(d,z) € T and the end point (f,y) € I' of each dotted line are the points of
entry and exit in I" for that mesoscopic time interval 7_y(i). Each dotted
line contributes a factor X, ;(z,y) to the corresponding term in the chaos
expansion, while each solid line contributes a random walk transition kernel.

By (6.17) and (2.3]), we see that ZJ%N (p, 1) admits a polynomial chaos expansion in the
disorder variables &p:

(e, ¥) = qon (e, ) (7.2)
%Z D enlzo {H% —n,_ (25 = 2 1)EN ( jazj)}QNnr(errl — 2.)¥N (2r41),

zo,...,errleZ
ng:=0<ny <...<n,. <N

Note that each term in ([7.2)) is associated with a sequence of space-time points

= ((ny,21),-- (0, 2,)),

which contribute the product of disorder variables [ [;_; &x(n;, z;). We will group the terms
in ((7.2)) according to the set of mesoscopic blocks B,y (i,a) visited by points in I". More
precisely, we proceed as follows (see Figure [3):

e First, we decompose the sum in according to the set of mesoscopic time intervals
T-n (i) visited by points in ' = ((nq, 21), ..., (1, 2,.))-

e For each time interval 7_y(i) visited by points in I', let (d,z) € " be the point of
entry into 7. /(i), with (d,z) € B.y(i,a) for some a € Z*. Similarly, let (f,y) € I be
the point of exit from 7.y (i), with (f,y) € B.y(i,a’) for some a’ € Z, which could be
different from a (see Figure .
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Given the above coarse-grained decomposition, we can rewrite

ZW(0,4) = gy n (i, )

OB D) > (73)

v,weZ? k=1 o<ij<..<ip<l di<fieTon(in), - de<fr € Ten (i)
T1yY1s-e- 7mk7yk€Z

qa, (v —v) Xg, 5, (x1,91) {qu N 1)de,fj(fﬂj,yj)}qN—fk(w—yk)diN(w),

where, recalling the point-to-point partition function from ([1.11)),
Env(d, z)l g, ifd=f,
Xayp(z,y) = { {,3Ny} .
§N(d>$)Zd,f(xay)’£N(fay) 1fd<f'

Ideally, we would like to use the local limit theorem (2.6|) to replace the random walk
transition kernels g | (z; —yj_1) by a heat kernel

(7.4)

1
qdj—fj_l(xj —Yj_1) > 9(Gi;—i,;_ )aN((a - a] 1)VeN) = gwgij—ij_l(aj - 39—1)7 (7.5)

which depends only on the index of the mesocopic blocks B, (i;_1, a;_l) 3 (fj=1,¥j-1) and
B.n(ij;a;) 3 (dj, z;). Namely, approximate (7.3) by

Z3NE) (0, 910y,) = 61 (. ) (7.6)

12]
+EZ Z @6(30 (Hg, —i; a —3 )GNs(]v j)) 'gé_i ( Ar41 — )wa( 7“+1)7

k=1 o<i;<..<ip<|1]

/ / / 2
30731’31""’ak’ak+1€Z

where g; (¢, 1) := Sgp g1(y — 2)¢(y)dzdy, and

1
p:(a) := N ZSON Y. (a) = N Z Yy (w)
veS, y(a )mZ wESEN(a)mZ2
1
and Opnc(i,a) := N Z Xgf(z,y), for d:=(a,d)e (Z*)?. (7.7)

(dvx)EBEN(i7a)
(fvy)eBEN (i>a/)
with d<f
However, the above approximation is not good enough (this is why we gave the name

“mock-cg”) because to have a negiligible error from the local limit approximation, we require
that:

(R1) The mesoscopic time intervals 7y (i;), j = 1, ..., k, are well separated, that is, i;—i;_; >
K, for some K, € N that diverges fast enough as € | 0, so that replacing any point in
B (i1, a;_l), resp. B,y (ij,a;), by a single point induces a negligible error in the
local limit theorem approximation. Furthermore, we need the cumulative error in the
local limit theorem approximations to be small.

(R2) The space-time coordinates of the transition kernels i, —i,_, (a; — a;-,l) obey diffusive

scaling, that is, |a; —aj_y| < M_,/i; —i;_; for some M, that diverges slow enough as
el 0 (M, =log log suffices), so that the local limit theorem approximation induces a
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FIGURE 4. A simplified coarse-graining that defines ZJ(Vm: Ck*cg)(gp, YON).

A coarse-grained disorder variable © y (i, d) is defined for each visited meso-
scopic time interval 7,y (i). The random walk transition kernel connecting
Ton (i) and T_n(j), with i < j, is replaced by a heat kernel connecting the
corner of the mesoscopic spatial box of exit from 7,y (i) to the corner of the
box of entry in 7_n(j), represented here by a solid line. Such replacements
can lead to poor approximations if j —i < K.

negligible error, while restricting the spatial coordinates to such an essentially diffusive
window captures the dominant contribution to the partition function.

With regards to the first requirement (R1), a suitable choice is K, := (log %)6, which
ensures that in the chaos expansion (7.2), configurations of I = ((ny,2), ..., (n,, 2,)) that
visit three mesoscopic time intervals Ton(i;), Ton(ij41), Ten(ij42) with ij,4 —i; < K, and
ij+2 —ij41 < K, give a negligible contribution to the partition function. We can therefore
restrict the chaos expansion for Zy(p, 1) to such no-triple configurations. However, it can
be shown by L? calculations that there will always be non-negligible contributions from
configurations that contain O(1) number of mesoscopic time indices i; with i;,; —i; < K.

This is why Z](Vrf;OCk*Cg)(gp, 1) is not a good approximation of Zy (¢, ), although it captures
some key features of the coarse-grained partition function that we need.

To obtain a good coarse-grained approximation of Zy (¢, 1), we proceed as follows.
As discussed above, we may restrict the chaos expansion of Zy(¢, %) to the no-triple
configurations. Given a configuration I' = ((ny, 2;), ..., (n,, 2,)) in the chaos expansion (|7.2)),
we call a visited mesoscopic time interval 7.y (i;) isolated if i; —i,_1,i; 44 —i; = K. If a;
(resp. a;-) denotes the mesoscopic spatial box of entry (resp. exit) by I' in the time interval
Ten(i;), then we define an associated coarse-grained disorder variable Oy .(i;, ;) as in (7.7),
with

L 1
Opn(i,a) := N Z X r(z,y). (7.8)
(d,2)eB.n (ia)

(fy)eBon (i)
with d<f

We also need to consider mesoscopic time intervals 7.y (i;) and T,y (i;1q) visited by I'
with i, —i; < K, in which case, the no-triple configuration assumption ensures that
mesoscopic time intervals Ty (i*) with i; <i* <i; g, 0ri* > i; — K_, ori* <i;;q + K, are
not visited by the configuration I'. If a; (resp. a; +1) denotes the mesoscopic spatial box
of entry (resp. exit) by I' in T n(i;) (resp. from Ty (i;4+1)), then we define an associated
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FIGURE 5. A more accurate coarse-graining approximation. Since the second
and third visited boxes are separated by less than K, mesoscopic time
intervals, they need to be grouped together as part of a single coarse-grained

—

disorder variable © y (i, a)

. . . . . !
coarse-grained disorder variable © Nﬁ(lj, 141,25, +1) by

@N,a(ra 5) = @N,e(iailaaaa/) (79)
1
s 3 2, S Xag@w) ay_p @ —v) Xg o),

(dvx)EBsN(iva) b: \b—a|<M€ (f?y)EBEN(ivb)
(' wheBon (i’ @) bi|b'=a'|<M. (d'a)eB.n (i b)
such that such t/hat/
[b'—b|<M_A/i'—i d<f,d<f

where i < i, and we imposed a constraint on the mesoscopic spatial variables b, b’ relative
to a and a’. To unify notation, when i = i', we will let Oy (i,3) := Oy (i, d) as defined in
(7.8). Schematically, the coarse-grained disorder variable can be represented as

ep - ./
ifi=i,

Onlid)i= (7.10)

ifi—i>1.

Comparing with (7.2)), we can also interpret Oy . (7, ) as an averaged partition function,

where the time window has length (i —i 4 1)eN and the spatial average is on the scale v/eN.
We are now ready to introduce a more accurate coarse-grained approximation of the

partition function Z]'%N (p, ) than Z](VmEOCk_Cg)(Lp, Y|[On,) in (7.6).

Definition 7.1 (Coarse-grained partition function). Let ¢_, 1. be defined in (7.7),
and let Oy . 1= (G)N@(?, 5’));2(. 7)a=(aa) be the family of coarse-grained disorder variables
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defined in (7.8)) and (7.9). Then we deﬁne the coarse-grained partition function

log
2D (0, 910) = 91(9,) + 2 Z 22 wed)gy (a1 = b)ON(ira)
k=1 bCEZ ( |k) A(notrlple)

) (7.11)

(alv"'rak) €; b,c
{Hg ,| a _a )@NE(]7 ])}g[ij'%(c_a;ﬂ)wa(c)

In (7.11), the indices of the mesoscopic time intervals iy < i] < iy < iy < ---i < iy,
"), each associated with a coarse-grained variable

have been grouped into blocksf; = (i}, i
< K., and

@NE(], a;). The set A(

. . = (diff) . . . . . .
41— |;- > K_, while the set Ai;b,c) imposes diffusive constraints on the mesoscopic spatial

indices &; = (a;,a;) such that [a; — a;| < M_y/i; —i; + 1 and |a; — aj_y| < My /i; —ij_.

o) nd ALY see [CS7238, (4.4) and (4.6)].

no triple) i
ensures that for each j, i; — |j,1 = K, |j —j

For the precise definitions of .A

Remark 7.2. Some remarks are in order:

1. In |CSZ23al, we imposed a further constraint in the definition of the coarse-grained
variables © . so that each depends only on disorder in finitely many mesocopic space-
time blocks, which implies finite range dependence among the Oy .’s. More precisely,
in the definition of Xg ¢(x,y) in , we replace the point-to-point partition function
ng" (z,y) by a variant Zc(l iff) (x,y) that does not collect any disorder variables &y (n, z)
outside a slightly super-dzﬁusive window, see [CSZ23al, Section 4.3].

2. Q’fa(cg)(go,w\@]v’a) is a polynomial chaos expansion in the family of coarse-grained dis-
order variables Oy . = (®N7a(i a)) and has the same structure as the chaos expansion
for Z]%N(cp,z/)) in (7.2)), which shows a degree of self-similarity. The time horizon N

mn Z]B\]N(go,w) is replaced by 1/e, and the random walk transition kernels are replaced
by heat kernels. Although the i.i.d. family of disorder variables &y has been replaced

by the dependent family © ., the coarse-grained partition function Q’fc.(cg)(cp,w\@ Ne)
is still critical since it approximates Zﬁ,"’((p,w) with By in the critical window. See
also ([7.15)).
3. If we change the family Oy . to Oy ., then ,ffs(cg)(go, Y|©yr.) will approxvimate
Z@M (p, ) instead of Z’BN (p, ). It was shown in |[CSZ23al, Theorem 4.7| that
2
hg)l hjrvn sup E[(Z’BN (p,9) — %(Cg)(go,w@]v’s)) ]=o. (7.12)
—00
As we vary N, we only change the input © y . for the coarse-grained partition function

fo(cg)(go,w\GN’e). This paves the way to apply a Lindeberg principle to show that
dist

2P (o lOn) F L (o, 9100).
4. In (7.11)), the order of the chaos erpansion in the variables © . is restricted to

r < (log %)2 This induces a negligible error because it can be shown that the dominant
contribution comes from terms of the order log %, similar to the fact that in the chaos
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expansion for the averaged partition function Z]%N(cp, Y) in the critical window, the
dominant contribution comes from terms of order log N, see Section[8. On the other
hand, restricting to r < (log %)2 allows us to control the cumulative error of replacing
random walk transition kernels by heat kernels as in ,

7.2. APPLYING LINDEBERG TO THE COARSE-GRAINED MODEL. We now sketch how
to apply a Lindeberg principle to show that for each € > 0,
dist
21 (. ylOy ) =
That is, the laws of ﬁi(cg)(go, Y|On,), N €N, form a Cauchy sequence.
The key difference from what was sketched in Section [6.2]is that,

V() := 2% (p,9]0)

is a multilinear polynomial of the family of dependant random variables © = (O(i, 7)), where
we take © = Oy . for N € N. Such a Lindeberg principle for multilinear polynomials of
dependent random variables was formulated in [CSZ23al, Lemma A.4]. Instead of repeating
the statement of this Lindeberg principle, we highlight here the key ingredients.

To establish , the first condition of the Lindeberg principle is that the covariances
of (@N,s(i a)) converge to finite limits as N — oo (see the bound in [CSZ23a, (A.11)]). It is
clear from their definitions that distinct © y . (i,3) are uncorrelated (but not independent).
Therefore we only need to verify that for each (7,3) = ((i,i), (a,a’)) with 1 <i<i <&’
and a,a’ € Z?, the limit

2B (p,9Oy.)  as M,N — . (7.13)

o2(i3) = lim IE[(@NE(T, 5))2] (7.14)
N—-w ’
exists and is finite. We will sketch the proof of this in Section [8.3] Although not needed for
the Lindeberg principle, we will also show in Section [8:3] that

o2((i1), (2,2)) ~

T as ¢ 0. (7.15)
log z

Remark 7.3. As will be explained later in (8.22)), among all coarse-grained disorder variables,
On:((i,i),(a,a)) are the dominant ones as € | 0. The precise asymptotics in (7.15)) is a

signature of the critical nature of the model, because it matches exactly the variance of the
original disorder variable E[€x(n, 2)*] = oa ~ IO‘gTN in the critical window (see (2.9))) if we

identify the time horizon e~ with N. This shows a degree of self-similarity of the model
under renormalisation.

The second condition of the Lindeberg principle in [CSZ23al, Lemma A.4| is that the
input © of ¥_(O) has a local dependency structure such that if O(7,3’) belongs to the
dependency neighbourhood of @(: a), and @(T", 3") belongs to the dependency neighbourhood
of {O(i,3),0(7,3)}, then no term in the chaos expansion of ¥_(0) can contain at least
2 of the 3 factors among {O(i,3),0(7,3),0(",3")}. In our setting, this is guaranteed by
the facts that we only consider 6N,8<T: 3) with i’ —i < K, 9N78(T, a) and @N@G’, b) are
independent when [i,i'] " [j,j'] = &, and each term in the chaos expansion of ¥_(0) consists

- /

of well separated variables O(i;, a;) with i;,; —i; = K, thanks to the no-triple configuration
condition in our coarse-graining. Details can be found in [CSZ23a|, Lemma 9.3.

The last condition of the Lindeberg principle are fourth moment bounds on O g(l_: a) and
the coarse-grained point-to-plane partition function, analogous to and . More
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precisely, we need to show that

lim sup E[@NE(?, 5)4] < %, (7.16)
N—w ' lOg c
where C' is uniform in (i,3) and € > 0 small. We will sketch the proof of this bound in
Section This bound is not sharp, but already more than enough. In fact, it suffices to
have a bound of the order ¢~ for some ¢ > 0 sufficiently small.
For ag € 7Z? and m e [1,1/e], the point-to-plane analogue of the coarse-grained partition

function Qi(cg)(gp,w@) in (7.11)) is defined by

(log 1)*
Qp[éfrgn)](amqu@N,s) =g avas Z Z Z gil(al *ao)@N’E(il,é’l)
k=1 CEZ ( (no triple)

Jix)eA,
(51 3 )eA(d‘ff

anc

{Hg._, a]_a )@Ns(]’ ])}gm . (C_ak)ws( )

Note that in contrast to , we do not multiply the sum by e because there is no spatial

V&) (2120 O,e)

is defined similarly, and we can also shift the time window. We will then need the following
analogue of (6.15): For any 6 > 0 and ¢ € C,(R?), uniformly in m € [1,1/¢], ag € Z*, N
large and € small, we have
—6

[QP[(Cg) (ap, 1[On ) ] < Ce and E[@%”[gfi)]
The same reasoning as in (6.14]) explains why the above bounds are sufficient for the
application of the Lindeberg principle, and why the bound in (7.16)) can be replaced by ™ °
for any c € (0,1 — 26). We will sketch the proof of (7.17)) in Section

averaging over the initial point ag. The plane-to-point partition function Qf[

(a0, ¢elOn,)"] < Cem Vel =0 (7.17)

8. SECOND MOMENT CALCULATIONS AND DICKMAN SUBORDINATOR

In this section, we explain how to compute the second moment of partition functions when
By and U]QV are chosen in the critical window defined in for some 1 € R. This is based
on a renewal representation that leads to the so-called Dickman subordinator in the scaling
limit. We will then discuss how these calculations can be applied to the coarse-grained
disorder variables © Nﬁ(?, d) introduced in Section

8.1. RENEWAL REPRESENTATION. We recall from ([2.2)) the polynomial chaos expansion
of the point-to-plane partition function

ZR0) =1+ ) D [ Tan—n_, (20 — zio1)én(ni, 2).

r=1 ng=0<n;<--<n,.<N j=1

Since the summands are L*-orthogonal and E[¢x(n;, z;)] = o~ by (2.1), we have

r

E[(Z3(0)°] =1+ > on [ [ an,—m,, (2 — 21)> (8.1)

r=1 n0:0<n1<<--<nr<N =1
z20:=0,29,..., zTeZ2
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We now introduce a probabilistic representation of this sum by observing that

Qn ('r)Q ]1

defines a probability kernel on {1,..., N} x ZQ, which can be interpreted as the increment

distribution of a time-space renewal process. More precisely, if (Ti(N), XZ(N))ieN are i.i.d.

2
random variables with distribution % L¢,<ny, and we denote their partial sums by
A =™ ™M s x M x (Y, (8.2)
then (T(N)) (with (V) .~ 0) ] 1 ith i distributi an( O
g JkeN, (With 7g" 7 := ) is a renewal process with increment distribution (n<N}»
and we have
0
E[(Z¥ (0))?] = Z 3 (0% By) P((r{M, 8)) = (ny, 2g) for 1 <k <)
r=1 ng=0<ny<--<n. <N
zq :O,zll ,,,,, zTEZ
e¢] T
9+ O(l) (N)
= 1+——= | P N). .
(14720 P < ) (83)

where we used for 0']2\[ in the critical window and summed over the intermediate values.

We have a similar renewal representation for the second moment of the point-to-point
partition function ZB N (x,y), whose chaos expansion is given in . Actually, a more
fundamental object in our analysis is

Uy(n,z) := o Var (Zg%(() z)) = JNVar( f“n(z T+ 2)),
for which we have

Loy if n =0,

Un(n,x) := < k+1 (8.4)

0
i Y Y § L A L

2
Zl,...,ZkEZ ] 1
0<nq<...<np<n

where ny := 0, 29 = 0, ng,q := n and 2, := z. Similar to the graphical representation

(2.3) of the chaos expansion of fo,m (z,y), we can graphically represent the expansion for
2

Un(m—n,y — ) = o Var (Z,%,(z,y)) by

(n1,21)

...... Dﬂw-m
(n, )
nax (o)

UN(m—n,y—x)zZ Z

r=1n<ng<--<n,.<m
2
2127 €L

where each lace corresponds to one factor of nj—n;_, (2; —2;_1), each solid circle corresponds

to one factor of 0]2\7, while the empty circle at (n,x) means there is no factor 012\7 assigned to
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(n,z). A more compact graphical representation is

oxUx(m—n,y —z) = [ YOV ) or (8.5)
(n, ) (m,y)

22 T o W e

r2lTs o () (ng,21) (ng, 25) (g, 21) (M, y)
2152

where we included an extra factor of 0_]2\[ to turn the empty circle at (n,x) into a solid circle.
Using the time-space renewal process introduced in (8.2)), we can now write

U= 3 (14 250DY piv _ g0
NTL,IE)—Z + logN (Tr =N, op _:E)' (86)

r=1

Summing over x € Z?* then gives
* T
Un(n) = Z Un(n,z) = Z (1 + 7> P(T,SN) =n). (8.7)

To identify sharp asymptotics for IE[(ZJBVN (0))*] in (B3) and for Uy (n, ) and Uy(n) as
(N)

N — oo, the key observation is that w

called the Dickman subordinator.

converges in distribution to a Lévy process

8.2. DICKMAN SUBORDINATOR. We now introduce the Dickman subordinator, which
is a truncated, O-stable Lévy process Y = (Y;),>o with Lévy measure
1

For s = 0, it has Laplace transform

B[] = exp {s J M O}f} . (8.9)

0
The density of the Y; can be computed explicitly as (see [CSZ19a, Theorem 1.1])

Stsfl ef’ys
_ for t 1
P(Y, € dt) T(s+1) ort € (0,1];
e I - (8.10)
t st € s—1 fs(a)
— — st ———da for t € (1, 0).
I(s+1) o (1+a)

The calculation in [CSZ19a] was partly based on the observation that conditional on all
jumps of Y up to time s being smaller than a value t € (0,1), Y,/t has the same law as the
original Y, (see [CSZ19al, Prop. B.1]). More properties of the Dickman subordinator can be
found in [GKLV24].

The name Dickman subordinator is motivated by the fact that

e’ fi(t) = oft),

where v = — {’(logu)e “du is the Euler-Mascheroni constant and p(:) is the so-called
Dickman function. It was originally derived by Dickman [Dic30] in studying the distribution
of the largest prime factor of a uniformly chosen number in {1,...,n}. It also arises from
the distribution of the size of the longest cycle in a uniformly chosen random permutation
of n elements. More instances can be found in [PW04] and the references therein.
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The key observation in the asymptotic analysis of E[(Z]%N (0))?], Uy(n,z) and Uy(n) is

the following convergence result for the time-space renewal process (’T(N), S (N)) defined in
(8.2)) (see |[CSZ19al, Prop. 2.2| and [CSZ23al, Lemma 3.3]).

Lemma 8.1. We have the following weak convergence in cadlag space:

T[(AP N| S[(]\lf) N| d W
slog slog 1

where (Yy)4=q is the Dickman subordinator and (Wy)s=q an independent standard Brownian
motion on R®.

Proof sketch. The finite-dimensional distribution convergence in (8.11)) can be verified by
showing the convergence of their Laplace transforms. We will illustrate this for 7 N

A A (V) 7slog N 1 & 1 1) \ slog N
I R (e S
logNn:1 n

—— exp <8L1 (M — )di")’

N—w T

where in the second equality we used the local central limit theorem to approximate

%Q%(O) = loglN%(l + 0o(1)) for n large. The full f.d.d. convergence can be found in the

proof of [CSZ19al, Prop. 2.2|, while process level tightness was proved in [CSZ23a, Lemma
3.3]. O

In our analysis of the polymer partition functions in the critical window with parameter
¥, defined in ([1.16]), we will need the following weighted Green’s function of the Dickman
subordinator:

Q0
Gy(t) ;:f e’ f(t)ds te (0,00), 9eR. (8.12)
0
When t € (0,1], by (8.10)), we have the more explicit form
0 e(ﬁf'y)s Stsfl
L I'(s+1)
We note that G is related to the Volterra function
o0 ts
t) = —ds.
V() fo T(s+1) "
See [Apel(] for more information on functions of this type.

We also record here the small ¢ asymptotics of Gy(t), which plays a crucial role in our
analysis of the critical 2d SHF (see |[CSZ19a), Prop. 1.6]):

Gy(t) = ds, te(0,1], YeR. (8.13)

Proposition 8.2. Forte (0,1], Gy(t) is C* and strictly positive. Ast | 0, we have

Gy(t) = t(b; e {1 + 102; + 0((10;92) } (8.14)

JtG(s)ds— ! {1+ v +o< ! )} (8.15)
0 " gl logi \(log})’/ )’ |

and
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These asymptotics were derived in [CSZ19a] via a renewal framework. But they can also
be derived from the asymptotic theory of Volterra functions [Apel0]. Note that G is barely
integrable near 0, which is the hallmark of a model at the critical dimension.

8.3. ASYMPTOTICS. We are now ready to state the asymptotics for E[(Z]%N (0)%], Un(n, z)
and Uy (n) in terms of the weighted Green’s function Gy(t) for the Dickman subordinator.
We will also illustrate how to identify the asymptotics of the coarse-grained disorder variables
One (i,3) introduced in Section

Lemma 8.3. Let By and 0']2\/ be chosen in the critical window defined in (1.16)) for some
9 € R. Then we have

1
E[(Z2(0))%] = (Gy + o(1)log N with Gy := L Gy(t)dt. (8.16)

Proof. By (8.3)), we have

Bl 01 = 3 (14 P00 ) P <

r=0

© 9+ 0(1) s log N} 1 (v
= IOgNJO (1 + W P(NT[legNJ < 1>d8

—(1+ 0(1))logNLOO e P(Y, < 1)ds = (Ll Gy(t)dt + 0(1)> log N,

where the last line follows from the convergence in Lemma and the lower large deviation
bounds for the renewal process 7" stated in [CSZ19al Lemma 6.1]. O

We also record here the asymptotics for Uy (n) and Uy (n), which are of the local limit
theorem type and play a crucial in the analysis in [CSZ23al. These results were proved in
[CSZ19al, Theorems 1.4, 2.3, 3.7], although the constants therein differ because the underlying

random was the simple symmetric random walk on 72,

Proposition 8.4. Let ¥ € R be as in Lemma[8.3. For any fized § > 0 and uniformly in
ON <n< N, as N — o0, we have

log N

Un(n) = == Go(7) (1 +o(1), (8.17)
Un(n) = 22 Gy (%) 9. () (1+0(D)). (8.18)

Proof Sketch. Because the asymptotics are of the local limit theorem type, they do not
follow directly from Lemma Instead, using a renewal decomposition, and
were deduced from their integrated versions in [CSZ19al, Sections 6.2 & 8.3].

We sketch here an alternative approach that is more transparent. First of all, with a bit
more effort, the weak convergence in Lemma [8.3] can be upgraded to a local limit theorem:

P70 = ) = 3o (R) (- o0 (8.19)

PGf l(s]\lggNJ % \1ﬁ (ﬁggN fﬁ>— —5 f5(%)g N(\fﬁ)(lm(l)), (8.20)
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where f,(-) is the density of the Dickman subordinator in (8.10)), g,(-) is the heat kernel,
and the o(1) error term is uniform in 6N < n < N and |z| < $v/N.

To see (8.17)), note that by (8.7), we have

1= 5 1+ ) P = )

19+0 slogN (N n
IOng log N > W slggNJ W) ds
_logN .
o8 j 14 0(1)e” f,(2) ds
log N
— (1+0(1)) g Go(2).

Similarly, to see (8.18]), we use . to write

Un(n,x) = i <1+ v +o( )> P(iT(N) _ %’ LsﬁN) _ i)

log N N VN N
long ﬂlZgON))lSlogNJ P(Eri ] = B TS vy = ) ds
long 1+ o(1)) ﬂsfs(%) %(LN) ds
— (14 o)X G ()9 2 ().

0

We now sketch the proof of ([7.14)), that is, the second moment of the coarse-grained
disorder variables © .(i,a) converge as N — o0.

Proof Sketch for ([7.14]). For blmphClty, we focus on © N€(| a) defined in and (7.10),
with i = 1 and & = (0,a) for some a € Z°. By (7.8) and ( (7-4), we have

1 1
On:(1,(0,2) = > da) Y Enlda) Z () En(fy).
(daz)EBsN(LO)mBaN(La) (dvT)EBaN(LO)
(fy)eBen(1,a)
with d<f

Note that the first sum is 0 if By (1,0) A B.y(1,a) = &. The summands are L*-orthogonal,
and

Eley (d, ) (25} (2. 9)) En(f.9)*] = oXUn(f — d,y — ).
Therefore,

1 1
E[GN,S(L(O?a))Q] = 2 2 U]2V+ ) Z O'JQVUN(f_dvy—x)v
(dv)w@x@Numn@Nu@)(5N)w@k@Nu@

(f?y)EBEN(lva)
with d<f

where the first term is bounded by 012\; ~ C/log N and hence vanishes in the limit N — oo.
For the second term, we interpret (eN) 2 2(d,r)eB. y (1,0) S an expectation over a point (d, z)
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chosen uniformly from B, (1,0). Using the same renewal representation of Uy (f —d,y — x)
as before, we find that

lim

0
2 9s
onU —d,yy—=x =47Tj e P Y., Vi) e B.(1,a))ds,
N o) E NUN(f y—x) , B.(1,0)(( ) (1,2))

(d,z)eB.n(1,0)

(fy)eB.n(1,2)
with d<f

where 47 comes from 0]2\, ~ 4m/log N, and Pp_(1 gy denotes the law of the continuum time-
space renewal process (Y, V) := (Y, %WYS) in Lemma |8.1f with (Yj, Vj) chosen uniformly

from B.(1,0), with B.(i,a) := ((i — 1)e,ie) x ((a — (1,1))4/z,ay/e), cf. (7.1). Therefore,

03(17 (07 a)) = J&EHOOE[@N,E(L (07 a))2] = 4w LOO eﬂsPBa(l,O)((szv Vs) € 86(1? a))ds' (8'21)

For more general coarse-grained disorder variables Oy . (T, a), the calculations are similar.
See |[CSZ23al Section 7.1] for more details. O

Lastly, we sketch the proof of , which shows that the coarse-grained variable
On,(i,(a,a)) has an asymptotic variance of 4n/loge™" as N — oo and ¢ | 0, which is
comparable to Var(éy(n, z)) = ox ~ 47/log N for the original model if we identify ¢ ' as
the time horizon of the coarse-grained model.

Proof Sketch for (7.15)). It was shown in [CSZ23al, Lemma 7.1| that whenever i > 1 or
a#0,

6fc|a|2/i
ag((l,i), (0,a)) := lim Var(©y.((1,i),(0,a))) < ¢

Le 8.22
N—0 (log 1) (822)

while 62(i, (a,a)) := 02((i,i), (a,a)) is of the order 1/log 1. Therefore among all the coarse-
grained disorder variables, © y (i, (a,a)) are dominant as N — o and ¢ | 0. Furthermore,
ase | 0,

o2(1,(0,0)) = (1+0(1)) 3 02(1,(0,2)) = (1 +0(1)) lim Var( 3 Ox.(1,(0,a).

2 2
aeZ a€Z

where the o(1) correction is due to (8.22)). By (8.21)), we have

o0
o2(1,(0,0)) = (1 + o(1))4r f PPy 10, < £)ds
0

_ Amto(1) Ja (JOOO PPV, <e— u)ds) du

€ 0
4 1 > E—U
= LO() f ( G,ﬁ(t)dt) du
€ 0 “Jo
4 Hy[re 1 4 1
_ 7r+o()f du= 7r—|—01()7
€ 0 log = log <

where we used that Y, is uniformly distributed in [0, ] under Py 4 o) and ¥; = 0 under P.
We also used ({8.15) in the last line. O
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8.4. COVARIANCE KERNEL OF THE CRITICAL 2d SHF. We sketch here the covariance
kernel for the critical 2d stochastic heat flow SHF(¢J) = (SH Fit(dm,dy))ogsgkoo given in
Theorem

Proof Sketch. The mean of SH th(dx, dy) follows directly from the convergence in Theo-
rem 6.1}, the definition of Zy.,, in (6.1)), and the local limit theorem in ([2.6).
For illustration, we will identify the kernel
K} (2,2")dz dz’ := Cov[SHF} ,(dz, 1), SHF} ,(da’, 1)].
By the convergence in Theorem we see that

K (z,2) = ]\pm Cov[ZtBJ{[V(\/NLI:),Zg{[V(\/Nx/)],
—00

where Ztﬁ ~ (2) is the point-to-plane partition function with chaos expansion given in (2.2)).
By this chaos expansion, we note that
Cov[ZY (VNz), ZH (WNa\ = Y 4.2 = VN2)g, (2 — VN2 )oRE[Zin 0 (0)7]

z€Z2,1$n<tN
tN
/ 2 2
= Z QQn( N(x/ - x))UNE[ZtN—n(O) ]7 (823)
n=1

where o comes from E[¢X (n, z)], and we used the fact that the second moment of the
point-to-plane partition function starting from (n,z) and terminal time tN is exactly

2
E[ZtN—n(O) ]
Denote u := n/N. By the same calculations as in the proof of Lemma we have

t—u

B Z—n 0] = (],

Substituting this into (8.23)), using 012\/ ~ 47 /log N, the local limit theorem ({2.6)), and a
Riemann sum approximation, we obtain

Gy(a)da + 0(1)) log N.

, N1 Ne-d? Ax t—u
K/ (z,z') = (1+ o(1)) T in g N log N Gy(a)da
n=1 ° (8.24)
=4 JJ Gou (' — 2)Gy(v — u)dudv.
O<u<wv<t

We refer to [CSZ23a, Prop. 3.6] for the complete derivation of K}, where the constants
differ due to the periodicity of the simple symmetric random walk. O

9. HIGHER MOMENT BOUNDS

In this section, we explain how to bound higher moments of the averaged partition

function (cf. (6.1))
1
2ot =5 5 o(5)0(I5) o). (9.1)

T, yeZ
where B is chosen in the critical window defined in (1.16)) for some ¥ € R. As explained
in Section and in particular in (6.15]), such moment bounds (4th moment will suffice)
are needed to apply the Lindeberg principle. As explained in Section and to prove
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Theorem on the critical 2d stochastic heat flow (SHF), we will apply a Lindeberg
principle for dependent random variables, which requires the moment bound for the
coarse-grained disorder variables © Nﬁ(?7 ad) and the moment bound for the coarse-
grained partition function Q’;(Cg)(w,@/}]@ Ne)- We will focus mainly on the derivation of
moment bounds for Ztﬁ N (¢, ). We will then sketch how this implies the desired moment
bound for Oy . (T, d) and how the same strategy can be used to derive moment bounds for

Qi(cg)(gp, Y|On ). At the end of this section, we will also formulate moment bounds for the
critical 2d SHF and discuss related results on the 2d Delta-Bose gas.

9.1. MOMENT BOUNDS AND PROOF STRATEGY. We now formulate the higher moment
bounds for the averaged partition function fo;’o’t(go, ) defined in for some parameter
¥ € R in the critical window (1.16]). For consistency with [CSZ23al, Theorem 6.1] where such
a bound was established, we will let N = tN and consider the partition averaged on the
spatial scale VN’ instead of v/N. Namely we consider

5N o @2y () (), (9.2)

BN _ -
ZN’ (()07'1/}) - N/ )
z,yel

where for ¢ : R*? > R, N Z* — R is defined by setting ¢, (2) to be the average of ¢ on
the square of volume 1/N’ centered at z/VN'.

Theorem 9.1 (Higher moments). Fiz p,q € (1,00) with % + % =1, any integer h = 3,

and any weight function w : R? - (0,00) such that logw is Lipschitz continuous. Then
there exist C = C(h),C' = C'(h) < o such that, uniformly in large N' < N € N and locally
integrable o, : R? — R, we have

(2w B2l en) ]| < o : Nl,)h 2 Tl T 1,
" (9.3)
< MHQZ\: ol Fu 9.4

where |o|» == (3], |¢(z)|p)1/p, B < R? is any ball (could be R?) that contains the support
of ¥, and By 1= BVN'.

Remark 9.2. Some remarks are in order:

e The bound in follows from via a simple Riemann sum approximation. For
Z]%J;Vo’t(go,w) defined in with averaging on the spatial scale /N, the same bound
holds with t = N//N. This can be seen by applying with ¢ and v therein
replaced with ¢, () := p(v/tx) and P, (x) := (v/tz), and using the weight function
wy nstead of wys. But there is probably room for improvement since we expect that
averaging on larger spatial scales will decrease the variance and the higher moments
of the averaged partition function.

o Theorem with N' = eN will be used later to deduce the moment bound (7.16) for

the coarse-grained variables @N’E(r7 a)
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o The weight function w in (9.3)) and (9.4) allows us to include the case » = 1, and
to control the spatial decay when ||, < 00 and the support of 1) moves away to o
which is needed for the bounds in (6.15) and (7.17)).

e The bound (9.3|) implies the moment bound for the point-to-plane partition function
Zy n' (2, 1) in (6.15). Indeed, assume z =0 and let w(z) = el =1, and choose

¢ such that ¢, (y) = N 1,0 and fo],\’(@, 1) = ZO7N/(0, 1). Then (9.3) gives

h
E[(Zy 5 (0,1) = 1)"]| < Clwylja < O'Na (9.5)

where the exponent can be made arbitrarily small by choosing q large.

° Theorem can be strengthened by showing that the constants C and C' in and
are proportional to pq, which allows one to send p =pyx | 1 and ¢ = gy T 0.
This was done in the subcritical regime in [LZ23, Theorem 1.5] and in the quasi-critical
regime in [CCR23| (cf. Section . There is in fact a unified bound for all disorder
strength By in or below the critical window, which says that the h-th centred moment of
the averaged partition function Z]%N(cp) = Z]%N (¢, 1) can be controlled by its variance
raised to the power h/2, provided ¢ is sufficiently regular and is supported on an
appropriate spatial scale such that the variance remains bounded (we considered flat
terminal condition v = 1 for simplicity): for some C = C(h) < o

h
2

E[(23 (o) - EL22 (o)) ]| < € Varlzdr (o))

The details can be found in the forthcoming paper |[CSZ25b]. Such a bound in the
quasi-critical regime can be found in [CCR23, Proposition 2.2|.

Proof Sketch. The proof of Theorem [0.1] is based on the analysis of collision diagrams of
h independent random walks (see Figure[]). Let us first explain at the heuristic level before
formalising it in terms of operators. For simplicity, we will assume N’ = N

Recalling from the polynomial chaos expansion for Zy(p, ) := Z]%N (p,1), we can
write

1

E[(2v(e,0) — ElZx (0, 0)])"]| = 5% (9.6)
h
[(2 Z in YN T §N Ny, Xy {HQn‘—n l’ — T )‘EN( jvxj)}qN—nk(xwa)) ]a
k 1z1, ,zkeZ
0<ny<--<np<N
where o (2) = p(E), () = (L),
m(on, 2 Z PN (@)gm(z =) and gy (2, dy) : Z Iy —2)Un(y).  (9.7)

zeZ? yEZ
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We can expand the power inside the expectation in as

> > Hq (" (ol {Hq )_pir) ( i) — 2 )}QN (7‘)(x](g:)7¢N)

Fpe ki >1 (0 1 ())e g2 =1
1<z<k JA<r<h

h k.
E[ 1_[1 1_[1 5N(n§T), xy))], (9.8)
r=1 j=

e ) = (n( )7x§T))1<i<kr with 0 < ng’,‘) <

which sums over h sequences of time-space points I'*" i

(r)

- <n;’ < N, and consecutive points in each sequence are connected by the random walk
i

transition kernel ¢. Since £y is an i.i.d. family with zero mean, the factor E[] [&n (-, )] is
non-zero only when each &y (n,z) that appears in the product appears at least twice. It was
shown in [CSZ23al that the dominant contribution (as N — o) to the expansion in
( (r) .(r)

comes from configurations of (I‘(T))lggh where {y(n; ", z;

expectation of each matched pair contributing a factor of O'N as in . In other words,

) are matched in pairs, with the

any &y (n,x) that is collected by one of the h sequences 7™ is collected by exactly 2 of the
h sequences, and we say there are only pair collisions among (F(r))lgrgh. We will focus on
such configurations of I’(T), 1 < r < h, and keep track of the matchings between points in
™, In particular, we will partition the sum in according to streaks of consecutive

matching between points in the same pair of sequences T® and TV,

As illustrated in Figure @ we will rewrite the expansion of the h-th moment by first
identifying the time intervals [a,, by], 1 < £ < m, where the streaks of consecutive matching
occurs (the wiggle lines in Figure |§|} Denote by I, = {iy, j,} the indices for the pair of ™
for which matching occurs in the /-th streak. Our decomposition ensures that I, # I, .
Summing over m, ay, by, I,, and the spatial locations of the solid and hollow circles at times
ap and b, in Figure |§|, we can then rewrite the expansion using kernels:

N S Qi (o) Uy —ar.yy )

Nh
m=1 Il, S, c{l,..,h} 0<a;<by<---<a,,<b,, <N
‘IZ‘ 2 IZ?/:I[+1 Lp,eeey m7y17 7ym (22)h
QIe 1Je ulep Qlm 1 9.9
X ap—by_q yﬁ 17:133) (Z afamﬁayé) N— b (ym7wN)+O( )7 ( : )

where o(1) accounts for the contribution from configurations of (F(r))lgrgh that contain

(r).

triple collisions, that is, there exists (n,z) that belongs to more than two different I'
The kernels U%,Q* Il QIZ*IJZ

ag—by_1’

1. Replica Evolution. Recall Uy from (8.4). For I = {i < j} < {1,...,h} and = =

2\h
(T4)1<a<h ¥ = Wa)1<a<h € (Z7)

Qk,”_”z are defined as follows:

, we define

U{V(n,:c,y) = ]l{xi:x]-} ’ ( H Qn a ) UN(n Yi — ) ’ ]l{yi:yj} : (910)
ae{l,...h}\{i.5}
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FIGURE 6. Illustration of the expansion in for the fourth moment.
Each wiggle line represents a streak of consecutive matchings of time-space
points in the same pair of sequences @ and TV ), which is assigned weight
oxUn(b — a,y — x) (see (8.5)) if the streak starts at (a,z) and ends at
(b,y). Each solid curve between two circles is assigned a random walk tran-
sition kernel ¢, while each hollow circle at a point (¢,y) arises from a se-
() that is unmatched at time ¢ and the Chapman-Kolmogorov
decomposition of the associated transition kernel qn(,~)17n§,~) (wér_)l,xy)) =
Dy qnﬁl,t(ﬁy_)p Y4, ) (Y, )

terval between consecutive dashed vertical lines, the product of the curve
weights define a kernel which we call Replica Evolution (see (9.10))) if it
contains a wiggle line, or Constrained Evolution (see (9.11)) if there is no
wiggle line in this time interval.

quence I’

at the intermediate time ¢. In each time in-

2. Constrained Evolution. For I = {i < j},J = {k < £}  {1,...,h} and z,y € (Z*)", we
define

1,J o
Qn (yvm) = ]l{y,i:y] (H Qn a ) ]l{:pk =x;} - (911)

Removing the spatial constraint on either side, we define

h
Q H JI - ya ]l{xk=a:l}7 Qn7 ( =1 {vi=y;} H Qn a ya
B (9.12)

while

A ena) = Y, (TTe(5)) (=0, (9.13)

and similarly for Q,Il’*(y, UN)-
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To decouple the summation range for the time increments a,b; — a;,a9 — by, ... in ,
we consider the Laplace transforms of the kernels above:

2N

_A,
Qv 2) =) e V' Q (v, 2), y,z € (2",
n=1
i (9.14)
A
UiN(y, z) = e N" U}{,(n,y, z), Y,z € (ZQ)h.
n=0

A m A
Inserting the factor eAe_WZﬁl ((@i=bi)+(bir1=ai) =g (N=bm) _ 1 jp (19.9) and enlarging the
range of summation for a,ay —by,... to {1,...,2N} and the range of summation for b; — a;
to {0,... 2N} we obtain the upper bound

T I
h+1 Z Z Qj N (e, wl)UA{N(bl —a,y; — o)

117 71 C{17 i) }
[Le|=2, Ip #1441

2\ h
L1y L Y15 7ym (Z )L

I,_4,1 I I
HQ ‘N Z yf—lawﬁ) U)fN(wbyZ) X Q)\,N*(ymva)a (915)

where there is an additional factor N~ because to introduce the last kernel Q By N , we need
to sum over a,,,; — b, € {1,...,2N}, instead of a,,,; = N as in (9.9). The additional sum

over a,,,, is compensated by the averaging factor N _1, and the fact this averaging over
@41 s comparable to having fixed a,,,; = N is justified by the following inequality (see
[CSZ23a (6.11)])

Qv by (Ym- %) < % Z Qiﬂ;i—bm (Ym: 2)-
G 1€{N+1,...2N}

Remark 9.3. Instead of averaging over the additional variable a,, 1, one could also take
the maximum owver b, of the last random walk operator QN b, (Yyn ¥N) (which requires

no assumption on Yy ). This altenative approach, which has been developed in [CCR23],
leads to a slightly sharper version of the bound . The key point is that the mazximal
random walk operator described above is bounded in L for ¢ > 1, thanks to a variant of the
Hardy-Littlewood mazimal inequality, see [CCR23| Lemma 4.18|.

The kernels U L AN and Q¥ N 5\1,, QIZ 1-e Q * define integral operators and we can bound
(19.15]) in terms of their operator norms. More precisely, the indicator constraints in
and (9.11)) suggest that we should regard Ui ~, with I = {i < j}, as an integral operator
acting on functions defined on the following subset of (ZQ)h:

(2} = {x e (2" 2; =z} (9.16)
Let ¢2((Z*)%) be the space of functions f : (Z%)} — R with Iflq = (er(ZQ)? £ ()| < 0.

For ¢ > 1, we regard Uﬁ,N as an operator from ¢7((Z*)%) to ¢9((Z*)%) with operator norm

T
Uinlg == sup  {f,Uino)
foZHor
1l lglg=1



50 F. CARAVENNA, R. SUN, AND N. ZYGOURAS

where (-, -) is the inner product and % + % =1

For I = {i < j} and J = {k < I}, we will regard Qi‘jfv as an integral operator from
“((ZHM) to 07((Z*") with operator norm HQ{\’,}]\/Hq
be an integral operator from ¢4((Z*)") to ¢1((z*)"), and Qf\}k\, an integral operator from

defined as before. Similarly, Q;’f\, will

C((ZH™) to ¢7((Z*)Y). Using the norms of these operators for a fixed ¢ > 1, we can now

bound - 9.15|) by

w Iy I AT I, AL  ®h
Nh+1Z )" D PR QN Uy QulR? - Uy QI R
117 71
cet I 1,1,
<THZ(U ZHW Ip QN g HU wllg [N g - HU)\N” HQ g (917)
N T Lo,

where ¢®"(x) := ]_L 1 ¢(;). The key is to bound these operator norms, which is summarised
in the following proposition.

Proposition 9.4. Fiz an integer h = 2 and p,q > 1 with * ~|— = = 1. There exists

C = C(h) < o such that uniformly in A\ > 0, N large, and I ;é J < {1,...,h} with
|I| = |J| = 2, we have

|Q3l, < Cpa; (9.18)

Q] <CoNe, Qi <N (9.19)
C

and Uy - (9.20)

< -
 (log) oy

Substituting these bounds into (9.17) leads to a geometric series that is convergent
provided A > 0 is chosen large enough. To arrive at the final form in Theorem we need
two modifications:

e Firstly, we need to modify (9.17) by introducing a weight function w%h(w) with
w,,(z) = w(z/v/N). This is done by rewriting (9.15)) in terms of the weighted operators

AILLJ I,J w%h(y) nJ J %h(y)
Q)“N(yvz) = Q)\7N(y Z) ®h and U)\,N(yaz) = UN(ya ) ®h . (921)
wy (%) wy (%)
This allows us to replace the bound in (9.17)) by
h
(E[(zﬁw,w —E[z%,wn) |
PN I, 771 14,1 h
h+12 <®h’ *1U1Q12‘ UANQANU)N %>
m=1 Iy,...1,
cet ) N A1
REDNCILEDY |%H Q5N 103l T QAP L = 10l 1 QR L o
m>1 I,..1, WN P

The bounds in Propositionremain valid for (AQ,\N and lAJ)\7N, see [CSZ23al Prop. 6.6].
e Secondly, to obtain the pre-factor 1/log(1 + %) in Proposition when N’ < N, we

need to replace the operator LAJ{\, ~ by a variant that takes into account the shorter
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time horizon, even though 8y and 012\, remain the same. For more details, see [CSZ23al,
Prop. 6.6 and (6.24)].

O

9.2. FUNCTIONAL INEQUALITIES. In this subsection, we sketch how to obtain the
bounds in Proposition We note that L*-variants of first appeared in the work
of Dell’Antonio, Figari and Teta [DET94] (see the proof of Lemma 3.1 therein) and was
then used in [GQT?21] (5.2)] to bound the moments of the mollified SHE in the critical
window. Since it is non-trivial to adapt the Fourier transform techniques of [DFT94] to our
discrete setting, we instead work directly in real space. Our method is robust enough to be
applied to the coarse-grained model introduced in Section [7} Our extension from L? bounds
to L? bounds for arbitrary ¢ > 1 is also important as discussed in .

The inequality is reminiscent of the Hardy-Littlewood-Sobolev (HLS) inequality
[LLO1, Theorem 4.3]: for f, g : R? > R, p,7 > 1 and 0 < v < d satisfying % + % +45=2

f
f f TDIW) 4y < (. v.0)1 1, .- (9.22)
R xR?
Indeed, (0.18) is equivalent to showing that for all f € ¢7((Z*)") and g € ¢4((Z*)")
Y, @@ y)g®) < Cpal fl,lgl,. (9.23)

xe(2%)],ye(z®)}
h

where for @ € (Z*)" and y € (Z*)"}, we have
C
. & Cry—epp TS
Qun(z,y) = Z e N an(yi —x;) < Oyl (9.24)
n=1 =1 Nh—lei N for | —y| > VN,

with a lower bound of the same order. In other words, for |z — y| < VN, Qi"]]\,(az, y) is

comparable to the Green’s function of a random walk in Z*". Note that in (19.23), the
variables  and y are being summed in a space of dimension 2(h — 1) which corresponds to
dimension d in (9.22)), r = ¢, while at first glance, v in (9.22)) is comparable to the exponent

2(h—1) in Qi}fv(w, y). This will be exactly the borderline case where the HLS inequality
fails because v = d. But what saves us is that when we restrict to € (Z*)" and y € (Z*)",
; and y, = g, which makes (1 + |y — x|
more regular because |y — | is greater than the Euclidean distance between € (Z2)"

we have made the identifications z; = =

and y € (Z*)" regarded as two points in 72"V Indeed, |z — y|* contains terms such as
|z —yil® + |lz; — yj|2 > 4|z — yil” + ly; — yj|2), which penalises the summation in y; and
y; in (9.23) when they are far apart.

1

A naive attempt to bound (9.23)) is to write Qi‘]]\,(m, Y) = Q)\N(m y)r Qi{v(m, y)a and
then apply Holder’s inequality to bound

ko< (Y verdiey) (N aieubwr)”

xe(Z%)) ye(2*)) xe(Z%)) ye(2®))

(9.25)
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This will not work because it can be shown that

Z Qi’y‘]]\f(ac, y) = Clog|z; — x,]. (9.26)
ve(2’);

The trick is to insert a factor % and then apply Holder such that the factor v or 1/

will remove the logarithmic singularity. More precisely, we choose a small o > 0 and bound

zp — x|y —ysl”
Y @) - i) P S L kT 10
(23! ye (72" |y; yj| |z — x4

€ I J

™

1
1 Th — —y. q
< [ Y r@reiie >M I Dl o) )
Ty |y — Ty — Ty
A straightforward computation shows that

L — X ap
> ik <o

e, \yi - Z/j\

which gives (9.18) (see [CSZ23a), Section 6.2] for details). Keeping track of the constants
more carefully and optimising over « will reveal the dependence on p and ¢ as in (9.23)) (see
ILZ23l Prop. 3.3]).

The proof of (9.19)) and (9.20) are similar. To see how the factor (0'12\, log )\)71 arises
in , we first recall that U, y differs from Qigv(x,y) in that the transition kernels
@ (Y — ;)qn(y; — x;) in (9.11)) are replaced by Uy (n,y; — ;) in (9.10). Here we can apply
the naive approach ((9.25)):

1

Y, f@Uin(.y)g (Zf P Ul ta)” (3 V(e m) ae)?)
Yy

az,ye(ZQ)?
where by (9.10), the definition of Uy(n) in (8.7), and the asymptotics in (8.17) and (8.14)),
I 2 A o0 by C
S Ulw(@y) = 3 ¢ F Ux(n) < ClogN [ eGyltde = 5
n=1 0 oy log A

h
ye(Z®)]

9.3. MOMENT BOUNDS FOR THE COARSE-GRAINED MODEL. In this section, we
explain how to obtain the moment bounds and , which are crucial in the
application of the Lindeberg principle to the coarse-grained model ,@Z(Cg)(cp, 1|0) as outlined
in Section

To deduce , the key observation is that the chaos expansion for Oy . (T: a) in

and ([7.10)) is similar to the chaos expansion for the averaged partition function Z]%N (p,1)
in (7.2)). Indeed, if we follow the renewal interpretation of the sequence of time-space points
(ny,21), -, (n,, z) in the chaos expansion for ZZB\,N (p,1) as we did in Section which is

based on an expansion for E[Z]%N (¢,1)%], then the first renewal point (ny,z;) is sampled
according to the mass function

1 - 2
M(ny, z1) := F( Z (%), (21 — Zo)) ; 0<ny<N,zeZ.

2
20EL
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It is easy to see that the total mass Zo<n N2 M (nq, z1) converges to a positive constant
1 )

as N — oo, and if o(x) = 1 for all |z| < 1, then uniformly in 0 < n; < N and ||z;]| < VN,
M(nq, z;) is bounded from below by C/N2, i.e., a positive multiple of the uniform probability
mass function on the set of such (nq, z;).

If we apply the same renewal interpretation to the chaos expansion for © y . (T, 3) in ,
then we see that the first renewal point (nq, z;) is sampled uniformly from the time-space
box with 0 < ny < eN and ||z1]| < VeN, which can be compared to the chaos expansion for
the averaged partition function ijv\’ (p,1) defined in with ¢(z) =1 for ||z <1, time
horizon N’ = ¢N and spatial averaging on the scale V/N’. This allows us to apply Theorem
with N’ =¢N, p(x) = L{jz|<1y and ¥ =1 to deduce that for all N large,

C

E[Oy. (031 < —. 9.28
(O3] < (9.25)
See |[CSZ23al Section 7.2] for more details.
The moment bound (7.17)) for the coarse-grained partition function follows from the

following analogue of Theorem [9.1]

Theorem 9.5. Let 2y (p,v) := D@”E(Cg)(go,M@N’E) be the coarse-grained partition function
defined in (T11)). Further, assume that |¢|l, < © and 1 is supported on a ball B (possibly
B = RQ). Then for any p,q € (1,00) with % + % =1 and any w : R? - (0,00) such that
logw is Lipschitz continuous, there exists C' € (0,00) such that uniformly in € € (0,1),

P1/e 4
W1 /e

limsup E| (2 - (,v) — B[ Z (7, 0)])"| < Cev

N—o0

gy oLl (9.29)

where for ¢ : R? - R, ¢, : 7> S Ris defined as above Theorem .

This is Theorem 8.1 in [CSZ23al, which is proved by adapting the proof for Theorem .
Complications arise because the coarse-grained disorder variables Oy (i, d) is a family of
dependent random variables. We refer to [CSZ23al Section 8] for details.

9.4. MOMENTS OF THE CRITICAL 2d SHF. We already gave the second moment of
the Critical 2d SHF in Theorem [6.1} Now we give a formula for higher integer moments of
the SHF, which arises as the limit of the expansion in and hence consists of an infinite

I 1,1, 7Q5\’,"_’>Z in will be replaced by their

. . I
series. In particular, the kernels U, QZ’IIl, Q ag—by 1

continuum analogues as follows.
Similar to (9.16)), for I = {i < j} < {1,...,h}, define
h h
R} = {& = (21,...,23) e R})": z; = x;}. (9.30)

1. Replica Evolution. The continuum analogue of va(n, x,y) in (9.10) is given by the
. . 2\h
kernel with density w.r.t. Lebesgue measure on (R%);

Goulxy) =[] alw—2) Go®)grlyi—2z).  zye®), (9.31)
e{1,.. . AN\
which is consistent with the definition of Uk (n, ,y) by ([2.6) and (8.18). This kernel

defines an integral operator from LP((R*)") to Lp((R2)?). Similar to Uy (n,y; — x;)
in (9.10)), the factor Gy(t) 9 (y; — x;) gives the weight of the wiggle line in Figure @
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2. Constrained Evolution. For I = {i < j} and J = {k < ¢}, the continuum analogue of
I 7 in is given by the kernel with density

h
y.x H ye (R}, @ e (R?)]. (9.32)

This kernel defines an integral operator from L”((R*)") to LP((R*)") and corresponds
to time strips in Figure [6] that contain no wiggle line. As in (9.12) and (9.13), we can

define the boundary kernels Q1 *(y, x), O (y,z), Q' (¢, z), and Q* (y, ).

We can now give the formula for higher integer moments of the critical 2d SHF, which
was first derived in |[GQT21]. The series representation for the 3rd moment was derived
earlier in [CSZ19b].

Theorem 9.6. Fiz h e N with h > 3. For ¢ € C.(R?) and ¢ € C,(R?), the h-th moment of
SHFQt(gp, Y) is finite and admits the expression

E[SHFY, (10, )] = ff @ (2) 2P (2, w) ¥®" (w) dz dw , (9.33)

(R2)h % (RZ)h

1+i(4w)m 3 JJ dadb JJ ﬁda:“’dy“) (9.34)
/=1

m=1 I, c{l,..h} =
A ot O<aqg <by <...<a,, <b,, <t 0) . (0) L p2\h
o|=2, I, #1p4q e @ Ly e®r,

I N m» m
0 (=26, =,y (HQ;; S W e 6l @O ) ol (™ w).

The identity (9.34)) can be proved by taking the limit N — oo in , see |GQT21].
Similar bounds as in Theorem [9.1| also hold for SHth(np, 1), which allows one to take more
general ¢ and 1 in (9.33) as long as the terms in the r.h.s. of (9.4) are finite.

9.5. RELATED LITERATURE. The positive integer moments of the directed polymer
partition function can be expressed in terms of the collision local times of independent
random walks, which are also connected to the so-called Delta-Bose gas.

Exponential moments of collision local times. Recall the definition of the point-to-
point partition function Zﬁ,(z, w) = Zg ~(z,w) from (1.11)). Let us consider mixed moments

of the form E[Z]%(zl, wy) - Zf[(zh, wp,)]. Assuming the disorder variables w(n, z) are i.i.d.
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standard normal, we can then compute directly

i @[ S SN (Bwn,sS) - "
— =1 n=1
B[] 2% (w0 | = BEE"[e Hﬂ{s ]
i=1 i=1
®h B Yicicicn 1, o()_ o) h
<i<j< ) _s\I)_, )
= F [ ‘ R I]l{sxgw}]
(n,z)e{l,...N—1}x2* i=1
®h 52 Di<ici<h L%’j} L
= ED"| &7 2acicic i|_1| L6y |- (9.35)

where E(?h denotes expectation w.r.t. h independent random walks (S (i))lgish starting from

z = (2q,...,2p,) respectively, and L%’j} = ZN 11 {S@) 50y denotes the collision local time
between S and SY.
When z; = 0 for all 1 < i < h, the classic Erdés-Taylor theorem [ET60] shows that each

L%’j s /Ry = L%’J s /E[LJ{V’J }] converges in distribution to an Exp(1) random variable. When
I is a set of pairs {i < j} such that the graph with vertex set {1,...,h} and edge set I
contains no loops, it follows from [GS09] that ( Lé{,j /RN ){i<jjcr converges jointly to a family
of i.i.d. Exp(1) random variables. Finally, [LZ24b] proved the joint convergence of the full
family (Lé{,j/RN)KKjgh to a family of i.i.d. Exp(1) random variables. This implies that if we
choose 8 = By = (BA/RN)U2 for some 8 < 1, i.e., the subcritical window defined in ,
then we can identify the limit of as N — o in terms of the exponential moments of
independent exponential random variables even if z; = z; for some 7 # j.

However, when g = By is critical with B = 1, allowing z; = z; for ¢ # j will lead to
divergence in as N — oo because

E[e’ (" /Rx)] = B[ 28% (0)%] ~ Clog N,

where the aysmptotics follows from Lemma Nevertheless, as long as (z;/VN)i<i<h
converge to a vector of distinct points 2z’ as N — o0 and the same holds for (w;/v/N)q<;<p —

w’, we expect (9.35)) to converge (after normalising by N h) to the kernel ,/“i/l(h) (', w') in
Theorem 0.6

Delta-Bose gas and singular interacting diffusions. Formally, the continuum analogue

of (9.35) is

2 t 2 J h .
yt(h)(zj w) := E&" [eﬁ Yicicj<n Yo 0(Bs—B1)ds H5(B§ — wi)} (9.36)
i=1
where (Bi)lgigh are i.i.d. standard Brownian motion on R?, starting from z = (2y,...,2)

respectively, and J(-) is the delta function at the origin. This is the Feynman-Kac semigroup
associated with the Schrodinger operator with delta potential on the diagonals

7A+6 o — ), (9.37)

1<i<j<h
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known as the Delta-Bose gas. In other words, %(h)(z, w) solves (formally) the parabolic
equation

1
opu(t,x) = 5Au(t,a:) + 2 Z 6(z; — xj)ult, x), t>0,xe (R
1<i<j<h

h (9.38)
u(0,x) = 1_[5(3;Z — w;).
i=1

Of course, the presence of the delta function makes — ill-defined, especially
because Brownian motion in R? does not hit points. The challenge is to make sense of the
semigroup Z(h) (z,w) and its associated operator. A natural approach is to replace the delta
function by its mollified version o, (z) = E% j(£) for some smooth probability density function
j. This introduces a minimal spatial scale € > 0 and has the same effect as discretising space
by considering the discrete time-space kernel considered in . Similar to , the
most interesting choice will be to choose

2 2 2 %)
= = 1 .
b =F log 1 ( + \ loga€|)7 (9.39)

which lies in the critical window with B = 1. This has been the choice considered in the
literature, see e.g. JAFHeK ™92, [DET94, [ABDI5, BC98, DR04, [AGHeKHO03]. In particular,
[DET94| defined self-adjoint extensions of the operator in using an approach of
quadratic forms and I'-convergence, while [DR04] followed an approach using resolvents and
L? Fourier analysis. The latter approach is closely related to the diagrammatic expansions
used in [GQT21] and [CSZ23al, which is illustrated in Figure 6]

In light of the connection with the directed polymer and the stochastic heat equation, the

semigroup %(h)(z, w) in (9.36)) should in fact be a family of semigroups indexed by ¥ € R,
given by the kernels Ji/t(h) (z,w) in Theorem (9.6 for the h-th moment of the critical 2d SHF.

The formal semigroups Z(h) (z,w) in (9.36]) were defined rigorously in [Che24al as the
limit of approximate semigroups via mollification of the delta function and choosing 3 as
in (9.39). This naturally leads to a family of (R?)"-valued time-inhomogeneous Markov

T,(h) T,(h) T,(h)
processes Y} = (Yl,t U £y
densities

), such that given terminal time T, it has transition

§.0 (g, 2)dz

. = 7 2)h'
SYT_S(:B,z)dz

0<s<t<T,z,ye (R

t—s

g (@, y) = S (@, y)

When h = 2, [OM23] considered the difference X := Y;’;’(Z) - Yﬂ’@) between the two-

components and showed that it solves a stochastic differential equation (SDE) with a singular
drift toward the origin, which enables X T to visit and accumulate a local time at the origin,
defined as the limit (as € | 0) of

1
Li = ————{se[04]: |[X]|<e}|, te[o0,T].
2e”(log =

€

This stands in contrast to a standard Brownian motion in ]R2, which does not hit the origin.

The semigroups %(h)(z, w) were also constructed in [Che22, [(Che24b| via a stochastic
representation in the spirit of (9.36)), but in terms of a special diffusion process instead of
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a Brownian motion. In particular, when h = 2, the analogue of the semigroup in (9.36) in
terms of the relative motion Btl — BtQ is given by

2 ¢t 1 2
Pff(z) “ =" E®" {eﬁ 0B =804 (B! — BY)| By — Bf = zo]
e? Ky(y/0l%l)
Ezo o f () | Zy = 2 |
Ko(y/0lZ])

where K is the Macdonald function or generalised Bessel function of second kind of order 0,
the parameter p is determined by ¢ in and the mollifier j, and (Z;);¢ is an R2-valued
diffusion whose radial component |Z;| is a transformation of a Bessel process constructed by
Donati-Martin and Yor [DMY06], with 0 being a point of instantaneous reflection for |Z]|.
There have also been recent studies of delta-Bose gas in dimension d > 3 [Wan24].

10. FURTHER PROPERTIES OF CRITICAL 2d SHF

In this section, we list some further properties of the critical 2d SHF with parameter
9 € R, that we denote by SHF(9) = (SHFY ,(dz, dy))o<s<icco-

10.1. SHIFT INVARIANCE AND SCALING COVARIANCE. The critical 2d SHF satisfies
the following shift invariance and scaling covariance properties.

Theorem 10.1 (Translation invariance and scaling covariance). The critical 2d SHF
is translation invariant in law:
9 dist U 2
(SHFs+a,t+a (d(x + b),d(y + b)))0<s<t<oo = (SHFs,t(dx7dy))0<s<t<oo Va=0, Vbe R,

and it satisfies the following scaling relation:
dis o
(SHF3ae(d(vaz), d(vay) osssrcee = (aSHFLT (A2, dp)Jocscrce  Ya> 0. (10.1)

The shift invariance is inherited from the shift invariance of the directed polymer model
and that of the underlying disorder w. The scaling covariance relation can be checked by
computing the covariance of the critical 2d SHF. It shows that zooming out in space-time
diffusively has the effect of increasing the disorder strength 9.

10.2. FLow PROPERTY. The heat equation induces the so-called heat flow in the sense
that the solution is linear in the initial condition and can be written as a mixture of heat
kernels that satisfy the Chapman-Kolmogorov equation p; ,(z,dy) = §ps (@, d2)p, (2, dy).
If the family of kernels pg (2, dy)s<; zer is replaced by a random family (pg,(z,dy))s<t.zer
such that for all s <t < u and x € R, almost surely p* satisfies the Chapman-Kolmogorov
equation

pm@nw=j¢mammauﬂw, (10.2)

and pg’ti are independent over disjoint time intervals [s;,¢;] and translation invariant in law
under space-time shifts, then (p§,(x,dy))s< zer is a stochastic flow of kernels introduced
by Le Jan and Raimond |[LJRO04] and can be interpreted as the transition kernels of a
random motion in an ‘i.i.d.” space-time random environment (see e.g. [SSS14]).The critical
2d SHF (SH F?jt(dx, dy)),<; satisfies a similar property, except that it is not meaningful to
consider delta initial condition {4, SHFf,t(d:r, dy) as in . Instead, we should consider

SHFit(M, dy) for initial condition p(dz) that is sufficiently regular.
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In a forthcoming work [CSZ25a], we will show that the critical 2d SHF defines a linear
measure-valued Markov process with a state space S, which consists of locally finite measures
1, such that for any R > 0,

H log 27 u(dz) p(dy) < oo,

|lzl,ly|<R

2
and Se_m /2tu(dx) < oo for all ¢t > 0. This is a natural state space for the critical 2d SHF,
since

Var (SHF{ ,(¢)) = J J o(z) (') KY (2, 2') dw Ao,
(R?)?

where K} (z,2) is as in (8.24) and K} (z,2') ~ clog —— as |z — /| — 0.

|z—a|
We will show in |[CSZ25a] that the critical 2d SHF satisfies the following almost sure
Chapman-Kolmogorov (flow) property: for all s < ¢ < u and initial measure p € S, almost

surely, SHFfjt(u,dz) e S and

SHF u (1, dy) = f SHFY, (11, dz) SHF, (2, dy) = SHFY,, (SHFY (1, d2), dy).  (10.3)

Clark and Mian [CM24| have given a different formulation of the flow property, which
starts by defining a notion of e-regularised convolution for measures. More precisely, let
X, X' be Polish spaces and let pi1, jt be Borel measures on X x R? and R? x X ! respectively.
Then the e-regularised convolution of w; and us is defined as a measure on X X R? x X'
with

M1 ©¢ M2(d5a dx) dsl) = ff H1 (dS, d$)g€($ - l‘/) ,LLQ(dl‘/, dsl)v
2’ eR?
where g, is the heat kernel at time e. The following result was established in [CM24].

Theorem 10.2. Let SHFf,,,(dx,dy) and SHth(dy,dz) be marginals of the critical 2d SHF

at times s <r <t. Then there exists a random measure SHFf,T,t(dx, dy,dz) on (R2)3 such
that
L*(P)

SHFY (dz, dy) o, SHF.,(dy, dz) — SHFY,.,(dz, dy, dz), (10.4)

.o 2
where the convergence is in L”(P). Moreover,

SHFY ,(dz,dz) = f . SHF?, ,(dz, dy, dz).
yE

This result also establishes an almost sure Chapman-Komogorov type of relation for the
critical 2d SHF. The procedure can be iterated to show that for 0 < ¢t; < --- < t,,, the
critical 2d SHF satisfies

2
SHFfl,tQ (dxlv de) Og =+ " O¢ SHan, tn (dxn—la dxn) T SHFtl,...,tn (dxlv X dxn)

1
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10.3. CHARACTERISATION OF THE CRITICAL 2d SHF. Recently, Tsai [Tsa24] gave
an axiomatic characterisation of the critical 2d SHF, which says that, a process (Z (-, ))s<t

taking values in M (R2 X Rz), the space of locally finite non-negative measures on R? x R?
equipped with the vague topology, must have the same law as the critical 2d SHF with
parameter 1, denoted by SHF (4), if Z,; is continuous in s and ¢, satisfies the flow property
formulated in , has independent increments, and has matching first four moments with

(SHFY 4()) st

Theorem 10.3 (Characterisation of the critical 2d SHF). Let Z = (Z;,(-,"))s<t be a
stochastic process taking values in M, (R2 X R2) such that:

(1) for any s <t < u, the random measures Zsy, Z,,, and Zs,, satisfy the conclusions of

Theorem

(2) for any s <t <wu, Zyy and Zy,, are independent;

(8) forany s <t <wu,1<n<4, and ¢;,¢; € LQ(R2) fori=1,...,4, the mized moments
E[H?:l Zg (0 %)] agree with that of SHE(¥), cf. (9.33), for some ¥ € R.

Then Z has the same law as the critical 2d stochastic heat flow SHF(9). Furthermore,
(Zs4(+,-))s<t admits a version that is almost surely continuous in s < t.

The characterization in Theorem was proved in via a Lindeberg principle,
while the continuity was established by verifying the Kolmogorov moment criterion. If Z
and Z are two processes satisfying the assumptions in Theorem for the same ¢, then by
the Chapman-Kolmogorov property, Z ; is a functional of (Z(;_1)/n,i/n)1<i<n, and the same
holds for Z. The basic idea is that, in the reconstruction of Z ; from (Z(i—l) Inji /n)1<i<m one
can successively replace Z;_1)/y i/m by Z(i,l) /n,i/n and control the error of each replacement.
If the cumulative error can be shown to tend to 0 as n — co, then Zo 1 and 20,1 must be
equal in law, where we can take Z to be SHF (¢). Similar to the Lindeberg principle explained
in Section [6.2] controlling the error of each replacement requires Taylor expansions and
matching first two moments for Z(;_1)/y i/, and Z(i_l) /n,i/n, Plus suitable bounds on higher
moments (4-th moment should suffice). Of course Z(;_1),, ;/n are much more complicated
objects than R-valued random variables, which requires more delicate analysis. We refer to
for further details.

Theorem makes it much easier to prove convergence to SHF (%) since one only needs
to verify that every subsequential limit satisfies the axioms in Theorem This was
carried out in for the solution u° of the 2d mollified SHE in the critical window.

We also mention that there have been some recent progress in formulating martingale
problems for the SHF [Nak25l [Che25|, which might eventually lead to a well-posed martingale

problem characterisation for the SHF.

10.4. NOoN-GMCNESS OF FIXED TIME MARGINALS. Let (X(z)) _.a be a centered

(generalised) gaussian field with correlation function k(xz,y) for z,y € R%. The Gaussian
Multiplicative Chaos (GMC) is a random measure on R?, which formally has the following

fIn , the condition is formulated such that the Gaussian kernels g, in Theorem can be replaced
by any family of mollifiers that ensure L? convergence.
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“density” with respect to a reference measure o(dx):

2

M (dz) = O TE 5 (g, (10.5)

Various assumptions can be imposed on the measure o(dz) (see [RV14]), but for simplicity,
we will just assume that o(dz) is the Lebesque measure. For any test function ¢, we denote

M(0) = | ola) ().

The most interesting case is when the field X is log-correlated in the sense that k(x,y) ~
clog ﬁ as |z —y| — 0. Since k(z,r) = 00, X is a generalised Gaussian field and ., (dx)
is a priori undefined. To rigorously define ./ (dx), the standard procedure is to first replace
X by a regularised field X, (e.g., via mollification) and then show that

2
M, (dz) = P OTEX (). (10.6)

has a limit as ¢ — 0. Log-correlated Gaussian field X is of special interest because there
is a phase transition in the parameter v in (10.6]) that is similar to the phase transition in
the polymer partition function in Theorem n particular, when o(dz) is the Lebesque
measure, .4, (dz) has a non-trivial limit if v <, := v/2d, and A ~(dx) converges to the
zero measure if v = .. We refer to [RV14] for more details.

It is natural to wonder whether the one-time marginal of SHF(¢J) can be identified with
a GMC measure on R?. The answer turns out to be no, which suggests heuristically that
the logarithm of SHF(¢) (if defined rigorously, it will give a meaning to the solution of the
critical 2d KPZ equation with parameter ), would be a Gaussian field.

Since GMC is defined from a Gaussian field, its law is entirely determined by its first two
moments. If we denote by //l,f9 the candidate GMC with the same first two moments as the
critical 2d SHF SHFtﬁ at time ¢, then we can rule out the possibility of SH Ff being a GMC

by showing that its higher moments do not match that of ///tﬁ. This is what we proved in
[CSZ23D).

Theorem 10.4 (The critical 2d SHF is not a GMC). Let gs be the heat kernel at time
0 > 0. Let SHF?(-) be the critical 2d SHF started from Lebesgue measure and evaluated
at time t, and let ///;9(-) be the GMC measure on R* with the same first two moments as
SHFf(‘). For any v € R and t > 0,there exists n = 1,9 > 0 such that for all h € N with
h = 3, we have
U h
lim inf —E[SHFt (95) ]
010 E[4 (95)"]

To see heuristically why Theorem might hold, we note that Wick’s theorem for the
moments of gaussian variables implies that

>1+n>1. (10.7)

h

E[.#"(95)"] = LRz)h g5(21) - gs(zn) eZr=rs=n KE) o dzy, ~ B4 (g5)%) ),

where each term k(z;, z;) represents a two-body interaction among the h particles at locations

Z1,- -+, 2p, and the last asymptotic uses the fact that

E[.#"(dz).#" (dy)] = E[SHF! (dz)SHF? (dy)] =: K (z,y)dz dy
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with K7 (z,y) ~ clogﬁ as |z —y| — 0. In other words, E[///ﬁ(g(;)h] has the same
asymptotics as if there are only independent two-body interactions. This is no longer
the case for E[SHF?(gp)h], where the interactions among the h particles are illustrated in
Figure [6] At the heart of the proof of Theorem [10.7]is the use of the Gaussian Correlation
Inequality |[Roy14], [LaM17], which together with additional analysis on the collision local
times of Brownian motions, shows that there are positive correlations among the two-body
interactions.

10.5. SINGULARITY AND REGULARITY. In the forthcoming work [CSZ25b|, we show
that the marginal distribution of the critical 2d SHF at each time ¢ > 0 is a random measure
that is almost surely singular respect to Lebegues measure (see Figure .

Theorem 10.5 (Singularity of SHF). Fiz any t > 0 and ¥ € R. Almost surely,
SHFY (dz) := Sye]RQ SHth(dy, dz) is singular with respect to the Lebesgue measure on R

However, SHFY (dz) barely fails to be a function.

Theorem 10.6 (Regularity of the SHF'). Fiz anyt > 0 and ¥ € R. Almost surely, the

critical 2d SHF SHFY (dz) belongs to C°™ := NewoC ¢, where C”F is the negative Hélder
space of order —e.

A consequence of Theorem is that, almost surely, SHFf(dx) contains no atoms, since
delta measures on R? belong to C . Theorem follows from moment estimates, see
, which imply that for any h € N and € > 0, there exists a constant C, depending on
h,e,t, 9, such that for all small § we have

E[SHF;9 (uB(w))h]

Theorem [10.6] then follows from this moment bound and a general tightness criterion for
negative Holder spaces [FM17, Theorem 2.30].

Theorem [T10.5] follows by applying the Lebesgue differentiation theorem and showing that,
almost surely,

1/h B 9
<C§°  VzeR". (10.8)

lim SHF} =0 for Leb e zeR’. 10.
51{85 t(Z/lB(Wg)) 0 for Lebesgue a.e. x € (10.9)

where Up(, 5 (") = % 1 3(2,6)(+) for the Euclidean ball B(x,d) := {y e R?: |y —z| < §}.

This is accomplished by bounding the fractional moments of SHFf (Z/{ B(x,é))v where we use
the monotonicity of the fractional moment in ¥ to decrease ¥ and send ¥ = 9¥(§) — —0 at a
suitable rate as § | 0. More precisely, ¥(d) will be chosen such that SHF;9 (Z/{B(Wg)) converges
to a log-normal limit, similar to the point-to-plane partition function in the subcritical
regime in Theorem [3.1]

Theorem 10.7. Let ¥(§) = 2logd. For anyt > 0 and x € ]RQ, the following convergence in
distribution holds:
2 2
Vo e (0,00): SHFY Up.s9)) Tdo> N30 with o = log(1 + ¢). (10.10)
Remark 10.8. The meta-theorem suggested by Theorem[10.7 is that, averaging the polymer

partition functions (or averaging the critical 2d SHF) has the effect of reducing the disorder
strength. If the averaging is on a suitably chosen spatial scale such that the mean and



62 F. CARAVENNA, R. SUN, AND N. ZYGOURAS

variance remain of a constant order, then the averaged partition function behaves like the
point-to-plane partition function of a 2d polymer in the subcritical regime with a log-normal
limit. Theorem is one special case. We refer to |[CSZ25bh] for details.

11. DISCUSSIONS AND OPEN QUESTIONS

11.1. DISORDERED SYSTEMS AND SINGULAR SPDESs. Our motivation for studying
the 2d SHE came from the study of continuum limits of disordered systems, with the DPM
being one particular example.

Recalling its definition from Section [I.3] we can regard the DPM as a disorder perturbation
of the underlying random walk S. In dimensions d > 3, this perturbation is called irrelevant
in the language of renormalisation group theory because the critical disorder strength
(inverse temperature) (.(d) > 0, and it has been shown that [CY06| for 5 < 3., the polymer
measure converges to the same limiting Wiener measure as the underlying random walk
S. On the other hand, in d = 1 and 2, 8.(d) = 0 and hence at any § > 0, the polymer
measure experiences path localisation [CSY03] and the path is expected to be super-diffusive.
Therefore the disorder perturbation is relevant in d = 1 and 2. Dimension d = 2 turns out
to be critical, and only finer details of the model determine whether disorder perturbation is
relevant (called marginal relevance) or irrelevant (called marginal irrelevance). In general, a
disorder perturbation of an underlying pure model (without disorder) is called relevant if
any fixed disorder strength 8 > 0, no matter how small, changes the large scale behaviour
of the model (in particular, its scaling limit), and it is called irrelevant if small § > 0
does not change the large scale behaviour and the scaling limit. We refer to |Giall] for
more discussions on disordered systems and the Harris criterion [Har74] on when disorder
perturbation is predicted by physicists to be relevant /irrelevant.

The connection between disordered systems and singular SPDEs is that, we can regard
such SPDEs as a disorder perturbation of the deterministic PDE without the noise term.
As we saw in , in dimensions d < 2, the effective strength of the noise tends to zero as
we zoom into smaller and smaller space-time scales, which makes the disorder perturbation
of the heat equation an irrelevant perturbation, while in dimensions d > 2, the disorder
perturbation is a relevant perturbation, and d = 2 is marginal. If we consider instead large
scale behaviour by sending € 1 o0 in , then the disorder perturbation is relevant in
d < 2, irrelevant in d > 2, and marginal in d = 2, which corresponds exactly to the DPM.
Therefore the notion of disorder relevance (resp. irrelevance) for disordered systems, which is
concerned with large scale behaviour, corresponds to the notion of the singular SPDE being
subcritical (resp. supercritical), which is concerned with small scale behaviour. Marginality
for disordered systems corresponds to criticality for singular SPDEs.

If a disorder perturbation of a pure model is relevant, then heuristically, the effective
strength of disorder will diverge as we zoom out in space-time (equivalently, take the
continuum limit by sending the lattice spacing to 0). It should then be possible to send the
disorder strength to 0 at a suitable rate as the lattice spacing tends to 0, such that we obtain
a continuum limit that has non-trivial disorder dependence. For disordered systems that
are disorder relevant (not marginal), this was first carried for the one-dimensional directed
polymer in [AKQI14b|, which led to the continuum directed polymer model [AKQI4a].
Subsequently, it was shown in [CSZ17a] that similar results should hold for more general
disorder relevant binary-valued spin systems, including long range DPM [CSZ17al, the
disordered pinning model [CSZ16], and random field perturbation of the critical 2d Ising
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model [CSZ17al BS22]. See [CSZ1T7al for a more detailed discussion, and |[LMS24] for an
extension to non-binary valued spin systems.

It is our attempt to investigate the disordered continuum limit of the DPM in the critical
dimension d = 2 that led to the results discussed in this article. Following a similar approach,
the scaling limit of disordered pinning model with critical tail exponent o = % was recently
obtained in [WY24], which is also connected to singular stochastic Volterra equations.

Note that disordered systems in general, such as the random field Ising model, have no
time dimension in the noise and hence do not correspond to any singular SPDE. In light of

our results for the 2d DPM, a natural question is:

Q. Are there marginally relevant disordered systems without a time dimension, for which
we can obtain a non-trivial disordered continuum limit?

11.2. MORE OPEN QUESTIONS. We close by presenting some open questions and possible
directions for future research.

1. Universality. It would be interesting to show that the critical 2d SHF arises as the
universal scaling limit of models beyond the directed polymer model and the mollified
SHE. Potential candidates include the non-linear SHE considered in [DG22, [Tao24al,
DG23| [DG24], although even identifying the correct critical point appears challenging.
It will also be interesting to explore connections to other statistical mechanics models.

2. Structure of the critical 2d SHF at a given time. We have established in
[CSZ25b] that the critical 2d SHF at any deterministic time is almost surely singular
with respect to the Lebesque measure. This raises the question: is the measure
supported on a set of fractal Hausdorfl dimension? It is plausible that this dimension
is marginally below 2. Another unresolved question is whether the critical 2d SHF has
infinite speed of propagation, that is, starting with an initial measure with compact
support, at any later time, the SHF will almost surely assign positive mass to any
open ball.

3. Structure of the maxima. The critical 2d SHF is a non-negative measure-valued
process, which is a log-correlated field at each time. Over the past decade there
has been significant interests in studying log-correlated fields or their exponential
(Gaussian Multiplicative Chaos), and in particular the structure of their maxima.
Some examples are [RV14, BDZ16, DRSV17, [CGRV19| Bis20l [CEFLW21], though the
list is much longer. A natural question is whether a similarly detailed picture can be
achieved for the peaks of the critical 2d SHF. The study of maxima is already very
interesting in the sub-critical regime, which is more closely connected to Gaussian
Multiplicative Chaos (see [CNZ25| for some recent progress).

4. Relation to GMC. We have shown in [CSZ23b| that at any given time, the critical
2d SHF cannot be realised as the (Wick) exponential of a generalised Gaussian field,
and hence is not a Gaussian Multiplicative Chaos (GMC). However, it remains open
whether the critical 2d SHF could be the exponential of a perturbation of a Gaussian
field. Alternatively, one might ask whether the law of the critical 2d SHF at each time
is absolutely continuous with respect to the law of a GMC.

Given the form of the exponential weight in , it is natural to regard it as the
exponential of a Gaussian field indexed by paths in the Wiener space, which could
lead to a GMC on path space. This was carried out in [BM22, [BLM22| in dimension
d > 3 in the subcritical regime. In dimension 2, Clark and Mian [CM24] constructed
a continuum polymer measure that is the path space extension of the critical 2d SHF.
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Although this polymer measure cannot be realised as a GMC with respect to the
underlying Wiener measure, an interesting open question raised in [CM24] is whether
the continuum polymer measure satisfies the ‘conditional GMC’ structure similar to
what is known on the continuum diamond hierarchical lattice [Cla23]. More precisely,
this means that for any ¢ > ¢, the continuum polymer measure with parameter 9
can be realised as a GMC with the reference measure being the continuum polymer
measure with parameter 9.

. On the moments. It follows from the results in [GQT21I] that all moments of

SH Ff’t(qb, ), with ¢, € L2(R2)7 are ﬁnit The upper bound on the growth of the
2

n-th moment is exp(e™ ) (see [GQT21], (8.26)]), while existing lower bounds are of
the order exp(cn?) [CSZ23b]. However, predictions in the physics literature [Rajo9]
suggest that the growth should be exp(e™). Although the rapid growth of moments
does not allow one to uniquely determine the distribution, it would be valuable to
identify the correct order of growth and understand the underlying mechanism. Such
asymptotics could shed light on the tail statistics of SH th(d), 1) (for suitable ¢, ). On

the other hand, it will also be interesting to investigate whether SHFf?t(Q 1)) possesses
negative moments. Recently, moment asymptotics have also been investigated in other
regimes, such as in the quasi-critical window [CN25] or over shrinking balls [LZ24al.
Extending and sharpening these results will also be interesting.

. Interpolating nature and going beyond the critical window. The critical 2d

SHF sits precisely at the boundary between the weak and strong disorder phases (B <1
Vs B > 1in (1.14)). The parameter 9 in SHFfvt provides an interpolation between the
weak disorder phase (as ¥ — —o0) and the strong disorder phase (as ¥ — +). An
interesting question is whether we can obtain information on the strong disorder phase
by taking ¢ — +00. A first step is to determine whether the random measure SH Fg,t
converges locally to 0 as ¥ 1 c0. Any progress in understanding potential scaling limits
in the strong disorder phase ﬁ > 1, or the very strong disorder phase Sy = > 0 in

(1.14), would be very interesting.

. Construct the Critical 2d Polymer Measure. The critical 2d SHF arises as the

scaling limit of the directed polymer partition functions on the intermediate disorder
scale. From a statistical physics point of view, it will be very interesting to construct
a corresponding continuum polymer model and investigate its path properties and
phase transition. The continuum polymer measure constructed in [CM24] is an infinite
measure whose law is translation invariant in space. An open question is to construct a
continuum polymer probability measure started at a single point, similar to its discrete
analogue defined in . The main difficulty is that, the point-to-plane partition
function, which serves as a normalising constant in the discrete polymer measure in
, converges to 0 in the critical window as shown in Theorem

. Black noise. The critical 2d SHF determines a family of o-fields F ; := U(SHFZW 18 <

U<V < t) on the underlying probability space. The almost sure Chapman-Kolmogorov
property established by Clark and Mian [CM24] and stated in Theorem already
implies that this family of o-fields is a noise in the sense of Tsirelson, which is a

TThe extension to L” (R?) spaces with p € (1,00) was achieved in [CSZ23a.
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continuum generalisation of the notion of a family of i.i.d. random variablesm It would
be very interesting to show that the noise generated by the critical 2d SHF is in fact
a (one-dimensional) black noiseﬂ (we refrain from giving here a precise definition of
black noise and refer to the survey by Tsirelson [Tsi04al). Examples of one-dimensional
black noise include the Brownian web [Tsi04b] and the directed landscape [HP24], and
examples of two-dimensional black noise, which is much more challenging to prove,
include the continuum limit of critical planar percolation [SS11]| and the Brownian
web [EF16].

9. Renormalisation of the 1-point statistics. Theorem [3.1] establishes that, in the
critical window of the intermediate disorder scale, the point-to-plane partition function
Zf,” (0) of the directed polymer converges in distribution to 0. This aligns with the
fact that the critical 2d SHF is almost surely singular with respect to the Lebesque
measure. A natural question is to determine the rate at which log Z]@N(O) (i.e., the
one-point statistic of the discretized 2d KPZ equation in the critical window) converges
to —oo. For critical GMC, which is connected to the directed polymer on trees, such a
rate of convergence to 0 has been identified [RV14].

Based an extrapolation from the subcritical regime, we conjecture that in the critical
window,

1
E[log Z]%N (0)] ~ —3 loglog N,

with a variance of the same order loglog N. It will be very interesting to identify the
limiting law of log Z]%N (0) after proper centering and scaling, which would provide a
partial interpolation between the Gaussian distribution in the weak disorder phase
3 < 1 and the 2d analogue of the Tracy-Widom distribution in the very strong disorder
phase 8, =8 >0 in .

10. Construct the Critical 2d KPZ. As shown in Theorem [4.1] in the subcritical regime
B < 1, the 2d KPZ has Gaussian fluctuations and solves the 2d Edwards-Wilkinson
equation. It remains open to define the solution of the 2d KPZ in the critical window
since we cannot perform the Cole-Hopf transformation on the critical 2d SHF, which
is a random measure and not a function. The challenge is to study the field of log
partition functions log Z]%N (2), not only its mean and variance at each z € ZZ, but also
its covariance at different z € Z2. It would also be interesting to compare with physics
works [F'T'94] where a dynamic renormalisation approach suggests that a non-Gaussian

limit (referred to as ‘fixed point’ in the physics language) exists if the parameter
¥ = ¥ in the critical window (|1.16)) is chosen to diverge at the rate of loglog N.

11. Step into critical singular SPDEs. The theory of singular SPDEs has undergone
revolutionary developments thanks to the frameworks of regularity structures [Hail4],
paracontrolled calculus |[GIP15], renormalisation group approach [Kupl6, [Duc22],
energy solutions [GJ14], etc. However, these theories are restricted to subcritical
singular SPDEs. For SHE and KPZ, this means dimension d < d. = 2. The critical 2d
SHF provides a rare example of a model in the critical dimension and at the critical

fThe family (F; ;)s<: being a noise means that, for s <t < u, the o-fields F,, and F,,, are independent
and F; , is generated by F;, and F;,; moreover, there is a group (¢),)secg of measure preserving maps
(time shifts) such that ¥}, (A) € Feip 4n for Ae Fy,.

fAfter the completion of this article, Gu and Tsai [GT25] proved that the SHF is indeed a one-dimensional
black noise.
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point, which has a non-Gaussian scaling limit. A natural question is whether the
critical 2d SHF can help shed some light on other critical singular SPDESs, such as
dynamics for the <;54 model [MW17, [AK20, BG20, (GH21] and the Yang-Mills model
[CCHS22| [CCHS24,, [CS23| at the critical dimension 4. Recently, there have much
progress in the analysis of critical and supercritical singular SPDEs that admit an
explicit Gaussian stationary measure, see the lecture notes [CT24] and the references
therein. However, these models do not exhibit a phase transition as we see in the 2d
SHE. It will be interesting to find other critical or supercritical singular SPDEs that
exhibit a phase transition.
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