SINGULARITY AND REGULARITY
OF THE CRITICAL 2D STOCHASTIC HEAT FLOW

FRANCESCO CARAVENNA, RONGFENG SUN, AND NIKOS ZYGOURAS

ABSTRACT. The Critical 2D Stochastic Heat Flow (SHF) provides a natural candidate
solution to the ill-posed 2D Stochastic Heat Equation with multiplicative space-time white
noise. In this paper, we initiate the investigation of the spatial properties of the SHF. We
prove that, as a random measure on ]R2, it is a.s. singular w.r.t. the Lebesgue measure. This
is obtained by probing a “quasi-critical” regime and showing the asymptotic log-normality
of the mass assigned to vanishing balls, as the disorder strength is sent to zero at a suitable
rate, accompanied by similar results for critical 2D directed polymers. We also describe
the regularity of the SHF, showing that it is a.s. Holder C™° for any € > 0, implying the
absence of atoms, and we establish local convergence to zero in the long time limit.

The picture on the left is a simulation of the Critical 2D SHF and illustrates its singularity.
The picture on the right is a simulation in the quasi-critical regime, slightly below the
critical window, which is smoother and will be used to approximate the Critical 2D SHF.

1. INTRODUCTION

The Critical 2D Stochastic Heat Flow (SHF) was constructed in [CSZ23al as a family
of measure-valued processes %ﬁ(dx) with disorder strength parameter ¥ € R, which give
non-trivial solutions to the ill-defined two-dimensional Stochastic Heat Equation (SHE)

duult,z) = %Au(t,x) L But,2)E(tx),  t>0, zeR? (SHE)
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where £(t, ) denotes space-time white noise (more recently, an axiomatic characterisation
of the SHF as a continuous measure-valued process was given in [Tsa24]). Dimension 2 is
critical for the SHE as it is the dimension where the singularity of the noise matches the
smoothing effect of the Laplacian and thus cannot be treated perturbatively. A comprehensive
theory of singular Stochastic PDEs (SPDEs) below their critical dimension (known as
“subcritical SPDEs”) exists thanks to the breakthrough theories of regularity structure
|[Haild], paracontrolled distributions [GIP15], renormalisation group theory [Kupl6l [Duc22],
energy solutions [GJ14] and the huge volume of work they have inspired. The endeavour
of treating critical singular SPDEs is only now starting to emerge [CSZ24] [CT24]|, and the
Critical 2D SHF is the first example describing a non-trivial and non-Gaussian solution to a
critical equation at its phase transition point.

The Critical 2D SHF is an interesting object with a rich structure (see the recent review
[CSZ24]). However, its fine properties have not yet been explored. The purpose of this paper
is to initiate the study of its spatial characteristics. Consider the Critical 2D SHF %" (dz)
started from the Lebesgue measure %ﬁ (dz) = dz. We will prove the following results: For
every ¥ € R and ¢ > 0, almost surely,

. Q@ﬁ(dx) is singular with respect to the Lebesgue measure (Theorem ;

. %ﬂ(dx) barely fails to be a function in the sense that it is in the negative Holder
spaces C'° for every € > 0 (Theorem (1.5, and hence contains no atoms.

Moreover, we show that

. Q‘;ﬂ(dm) converges in law to the 0 measure as { — o0, in the sense that the mass
assigned to any finite ball converges to 0 in probability (Theorem [1.4)).
The almost surely singularity of Q‘;ﬂ(dx) is a consequence of the result that:
e The mass density m%ﬂ(B(x,é)) on a ball B(z,d) of shrinking radius ¢ | 0
converges to a log-normal limit, if the disorder strength parameter 9 = 9¥(0) — —o0
at a suitable rate (Theorem [1.2)).

This is obtained by proving an analogous result (Theorem for the averaged partition
function of the directed polymer model in the so-called quasi-critical regime, which was
introduced in [CCR23| as an interpolation between the sub-critical and critical regimes
of the 2D directed polymer model. We remark that the directed polymer model is a very
interesting and important disordered system on its own [Coml17, |[Zyg24], and the Critical 2D
SHF was first constructed in [CSZ23a] as the unique limit of 2D directed polymer partition
functions in the critical regime.

The proof of Theorem constitutes the bulk of this paper and is accomplished via an
approximate multiplicative, multi-scale decomposition of the polymer partition function, see
. Similar decompositions have also been applied in the sub-critical regime [CD24l [CNZ25|.
The novelty of our contribution is that we push such a decomposition to the quasi-critical
regime, up to the onset of criticality, setting the foundations for understanding fine properties
of the SHF. Along the way, we derive a general hypercontractive bound on the higher moments
of the averaged polymer partition function in terms of its second moment (Theorem ,
valid in all regimes up to criticality.

For the rest of the introduction, we will first recall the construction and basic properties
of the Critical 2D Stochastic Heat Flow. Our main results for the Critical 2D SHF and
the directed polymer model will then be stated in Section and respectively. In



SINGULARITY AND REGULARITY OF THE CRITICAL 2D SHF 3

Section [I.4] we will formulate the hypercontractive moment bound mentioned above. Lastly
in Section [I.5] we explain how limiting properties of the Critical 2D SHF as the disorder
parameter ¥ | —oo can always be analysed by studying the directed polymer partition
functions in the quasi-critical regime.

1.1. BRIEFING ON THE CRITICAL 2D SHF. To make sense of the two-dimensional
stochastic heat equation , we need to first perform a regularisation on small spa-
tial scales (ultraviolet cutoff) and then take a suitable limit. The regularisation can be
accomplished in different ways. One way is to consider the mollified SHE

ouf = %Aus B E (L )l (1.1)

where € > 0 is the spatial scale of regularisation, j(-) is a smooth probability kernel on R?
and j°(x) = 572j(3:/5) is its scaled version, while £° := j° % £ is the spatial mollification of
the white noise &.

Another way is to discretize space and time. Namely, the white noise £ is replaced by a

family of i.i.d. random variables w = (w(n,z)), _ ,cz2 With law P and expectation E, and

Elw]=0, E[w}]=1, 38,>0: AB):=logE[e™]<w VBe[0,8,]. (1.2)
Replacing derivatives in (SHE]) by suitable difference operators, the solution can be expressed

in terms of the (point-to-point) partition functions of the directed polymer model:

N—
285 (y.7) = E[ezn_ml{ﬂw(n,smA(ﬁm} T

S -1, (13)

where E is the expectation with respect to the 2D simple symmetric random walk S =
(Sp)n=0- More precisely, the diffusively rescaled plane-to-point partition functions (with
2 2
Zeven = {Zn ‘ne Z} and Zeven = {(az,y) €L :x+yE€ Zeven})
1

1

N

WM(te) = Y ZhawVNT),  (82) € 5 Zeen X \/—Nziven, (1.4)
yezgven

is the analogue of u (¢, z) and solves a version of (SHE]), discretised on spatial scale 1/v/ N
and time scale 1/N, with initial condition u™) 0,)=1.
It was first shown in |[CSZ17| that on the intermediate disorder scale

~ [T
BN:ﬁ @)

the directed polymer partition functions u) (t,z) undergo a phase transition (with critical

value f3, = 1) in two different senses:
e For each (t,z) € [0,1) x R?, u™) (t, ) converges to a log-normal limit if 5 < 1 and
converges to 0 if 8 > 1;

e The centered and rescaled field ﬁ&l(u(m (t,z) — 1) converges for § < 1 to a Gaussian
limit that solves the additive SHE (or Edwards-Wilkinson equation)

52

1
atU = §AU+ 5,

1- 32

where the noise strength diverges as B T 1.
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The same results were also proved in [CSZ17] for the solution u° of the mollified SHE (1.1])

21
logl/e”

the 2D SHE is essentially the Edwards-Wilkinson equation.

It is the critical regime B =1 that leads to a non-Gaussian limit, called the Critical 2D
Stochastic Heat Flow (SHF). It turns out there is a whole critical window around 3 = 1,
determined by the relation

A2B3)-22(By) _ 4 _ T Y+ o(1)
€ 1 log N (1 + log N ) for some 9 € R. (1.5)

For a more explicit expression of Sy in terms of 9, see [CSZ23al, (3.12)]. For the mollifed
SHE (1.1)), the corresponding critical window is given by

2 2m 0+ o(1)
B: = 1+ , 1.6
°  log % ( log % ) (1.6)

on the intermediate disorder scale 8, = B Therefore in the subcritical regime B <1,

where ¢ = ) + C (see [CSZ19Db| (1.38)] for the precise value of C).
The main result of [CSZ23a] is that:

e If B is chosen to satisfy ([1.5]) for some ¢ € R and u) (t,-) is regarded as a process of
random measures on R?, then (u(N) (t,+))=0 converges in finite dimensional distribution

to a unique (in law) measure-valued process Q@ﬁ (dx), which was named the Critical
2D Stochastic Heat Flow in [CSZ234.

Prior to [CSZ23a], the tightness of the sequence of random measures o™ (t,-) follows

trivially from first moment bounds, while moment asymptotics of u™ (t,-) were studied in
[BCI8,ICSZ19bl |[GQT21], which determined all positive integer moments of any subsequential
weak limit of ™) (t,-). However, these moments diverge too fast to uniquely determine the
limit (a lower bound of order exp(ck?) for the k-th moment was given in [CSZ23b]). The

uniqueness was finally achieved in [CSZ23a] by showing that the laws of u) (t,-) form a
Cauchy sequence, and hence must converge to a unique limit. The proof was based on coarse
graining, coupled with a Lindeberg replacement principle.

Recently, Tsai [Tsa24| gave an axiomatic characterization of the critical 2D SHF and
showed that there is a version that is almost surely continuous in time. This greatly facilitates
the proof of convergence to the SHF. In particular, this axiomatic characterization was used
in [Tsa24] to show that the solution u° of the mollified SHE in the critical window
(1.6)) also converges to the SHF. In Tsai’s characterisation, the SHF is the unique (in law)
continuous measure-valued process that satisfies: (i) Independent “increments” property; (ii)
An almost sure Chapman-Kolmogorov property (first defined and verified for the SHF by
Clark and Mian |[CM24]); (iii) matching first four moments with the SHF. The proof was
also based on a Lindeberg replacement principle.

We also recall from [CSZ23al, Theorem 1.2] some basic properties of the Critical 2D SHF

(for simplicity, we only consider constant initial configuration 2 (dz) = dz):

e (Scaling Covariance) For all a > 0, we have

(Z3(A(vaz)))o<reor = (a 2782 (d2)) o<y oo - (1.7)

Thus zooming out diffusively (a 1 o0) increases the disorder strength ¢, while zooming
in (a | 0) decreases the disorder strength (cf. the pictures on the front page, where
the picture on the right is a result of zooming into the picture on the left).
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e (First and Second Moments) We have
E[2 (dz)] = du,
B[ (d2) 2" (dy)] = K7 (2, ) da dy,

where K7 (z,y) ~ Clog ﬁ as |x — y| — 0. It was first computed in [BCI8| before
the realisation that this lies in the critical window of a phase transition [CSZ17].

For more properties of the Critical 2D SHF, see [CSZ23a] and the lecture notes [CSZ24].

1.2. NEW PROPERTIES OF THE CRITICAL 2D SHF. In this paper we investigate the
spatial regularity of the SHF. We focus on its one-time marginal %ﬁ(dx), which is a locally
finite random measure on R? with % (dz) = dz and E[%ﬁ(dx)] = dz for all ¢ > 0. Our
main result is that, for each t > 0, Q’;ﬁ(dx) is almost surely singular with respect to the
Lebesgue measure, and hence not a function.

Let Up(y 5 (-) denote the uniform density on the Euclidean ball in R?:

1

UB(W;)(-) = = ]lB(x,é)(’) where B(z,9) := {y e R%: ly — z| < (5} ) (1.8)
We will mostly focus on the SHF Q’;ﬂ (dx) averaged over balls, that is
2, (B(x,0
Qp (UB(z )) t(7r5(2)) . (1.9)

We can now state our first main result.

Theorem 1.1 (Singularity of SHF). Fiz anyt > 0 and ¥ € R. Almost surely, the SHF
fé@ﬂ(dx) 1s singular with respect to Lebesgue measure on R?. In fact, the following holds:

almost surely, l(Siﬁ)l fé@ﬁ (Z/{B(Wg)) =0 for Lebesgue a.e. x € R?. (1.10)

The singularity of the SHF with respect to Lebesgue can be deduced from property
via general arguments (see Proposition . In order to prove , we show that in the
“weak disorder limit” 9 — —oo, the SHF averaged on balls fé@ﬂ (UB(LJ)) s asymptotically
log-normal for radius 6 = 85 | 0 vanishing as any power of a suitable scale dy.

Theorem 1.2 (Log-normality of SHF in the weak disorder limit). Let us define
— a3Y _ o500l
0y :=e2 =e 271 — 0 as ) — —w. (1.11)
Given any t > 0 and x € R? , the following convergence in distribution holds:

2 2
Yoe (0,0): 2 (Upp o) ——— VO 737 with o® = log(1+ o). (1.12)

Y——00
Remark 1.3. We stress that the log-normality (1.12)) emerges as ¥ — —o0. For fized 9 € R,
the SHF averaged on balls %ﬁ (UB(%(;)) vanishes as 6 — 0, as shown by (1.10)).
On a different note, the SHF Qﬁﬂ(dx) is not the exponential of a (generalised) Gaussian
field, i.e. it is not a Gaussian Multiplicative Chaos, see |[CSZ23D).

In the proof of Theorem 1.1} F we deduce ) from (1.12)) by exploiting the monotonicity

of fractional moments of %, (B) with respect to 9 (see Lemma )
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Using the scaling covariance property (1.7)), we also show that the SHF locally vanishes
as the time horizon tends to infinity.

Theorem 1.4 (Long-time behavior of SHF). Fiz any ¥ € R. Then,

for any bounded set A < R?: Q’fg(A) d 0. (1.13)

t—00

We finally investigate the regularity of the SHF Q’}ﬂ(dx) as a measure on R?, showing that
it has negative Holder regularity C™° for arbitrary small € > 0 (the definition of negative
Holder spaces is recalled in Subsection . Since positive Holder spaces C° consist of
functions, this shows that, in a sense, the SHF Q’;ﬁ(dx) barely fails to be a function.

Theorem 1.5 (Regularity of the SHF). Fiz any t > 0 and ¢ € R. Almost surely, the
SHF Q‘Zﬁ(daz) belongs to ' = MNe=0 C™° and, hence, contains no atoms.

The recent work of Nakashima [Nak25|, Section 7, indicates that the fine regularity of
the SHF should be captured by suitably defined log-Hoélder spaces, which captures the
logarithmic heights of the peaks. The interesting task of determining the precise logarithmic
regularity of the SHF would require a detailed understanding of the structure of its peaks
and it should be the subject of future works.

The results above are proved in Section [3] The proof of Theorems [I.2] and [I.5] are based
on the approximation of the SHF via partition functions of directed polymers, which was
used in the original construction of the SHF in [CSZ23a] and will be recalled next.

1.3. RESULTS FOR DIRECTED POLYMERS. To define the directed polymer model, let
S = (Sp)n=0 be the simple symmetric random walk on 7? with law P and expectation E.
We denote its transition kernel by

qn(z) :=P(S,, = 2| Sy =0) for neNy={0}UN, ze€Z*. (1.14)

We define the expected replica overlap Ry = E[Zgzl ]l{s _g }] where S’ is an independent
copy of S with Sy = Sy = 0. By the local central limit theorem (2.3)

Al logN
Z Z Z q2n(0) = + 0(1) as N — o (1.15)

1 ez?

(see also |[CSZ19al, Proposition 3.2] for a refined asymptotic behavior).

The environment (disorder) is given by a family (w(n, 2)), _x . 2 of i1.d. random variables

satisfying the assumptions in (T.2). Note that A(3) := logE[e’™*] ~ %52 as # — 0. We
introduce the quantity

op := Var [eﬁwa(ﬁ)] S A | o 8%, (1.16)

Given @, : 7% - R, polymer length N € N, and inverse temperature (or disorder
strength) 5 > 0, we define the averaged directed polymer partition function as follows:

Zf,(cp,w) = Z ©(2) Zjﬁv(z,zl)d)(zl) with Zﬁ,(z, 2') = E[ H(o,31(5) g _

2

SO = Z] N
2€7Z

(1.17)



SINGULARITY AND REGULARITY OF THE CRITICAL 2D SHF 7

where

HI(S):= > {Bw(n.S,)—AB)}  for IR, (1.18)

nelnZ
When ¢ = 1, we will simplify notation and write Zﬁ,((p) = Zf[((p, 1).

Remark 1.6. To comply with the periodicity of the simple random walk, we usually consider
© supported on the even sub-lattice

Zoven = {(x,y) € Z%:  + y is even} .
. . . o D/ - S e
As explained in Sectlon the Critical 2D SHF 27" (+) is the scaling limit of the diffusively

rescaled partition functions Ztﬁ N (- VN) regarded as a random measure on ]RZ, if the disorder
strength S is chosen to be in the following critical window:

1 9
O—;]c\;it = e <1 + logN) for some ¥ € R. (1.19)
More precisely, denoting by [[z]] the point in szen closest to x € R27 the following convergence
in distribution was proved in [CSZ23al, Theorem 1.1|: for any ¢t > 0

Zi ([eVND) de —*— 2(dw), (1.20)

which are regarded as random variables taking values in the space of locally finite measures
on R? equipped with the vague topology, i.e., the one generated by the integrals { ¢ du for
continuous and compactly supported test functions ¢ : R? - R.

We strengthen this result to a convergence in distribution of random variables taking
values in negative Holder spaces C~° for any ¢ > 0.
Theorem 1.7 (Improved convergence to the SHF). Fiz 9 € R and consider B]C\}dt m
the critical regime (1.19)). For any t > 0, the following convergence in distribution holds:

Ve > 0: Zf]\cf}’m([[x\/]v]]) dz NL» 2P dx)  inCF. (1.21)
—00

This result directly implies Theorem [I.5] on the regularity of the SHF. The proof is given in
Section [3] by exploiting moment bounds from [CSZ23a) (see Proposition [3.7).

We next look back at the log-normality of the SHF averaged on vanishing balls as 9 — —o0,
see Theorem [I.2] We obtain this result via discrete approximations, namely we deduce it
from an analogue result for directed polymer partition functions, which we state next.

In order to compare the SHF as 9 — —oo with directed polymers, we need to tune the
disorder strength 8 in a quasi-critical regime recently investigated in [CCR23|, where we
replace ¥ in by a sequence ¥y = —|¥y| — —o0 at an arbitrarily slow rate:

Ug?vuasi—crit 1= RlN (1 - 1|019gN]\|f> where 1« |[dy| « log N . (1.22)
We call this regime quasi-critical because it interpolates between the critical regime ,
corresponding to [Jy| = O(1), and the sub-critical regime [CSZ17, [CSZ20, [CC22), ICD24],
corresponding to |Jy| ~ log N, see below.

Let us consider directed polymer partition functions Zﬁ,(gp) with initial conditions ¢ that
are uniformly distributed on discrete balls, denoted by Up. g) (same as their continuum
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counterparts ([1.8]), with some abuse of notation):

1 2 ()
B(Z7R)mZCVCn
Up(em) (") i= a (1.23)
|B(Za R) N Zeven|
We can now state our log-normality result for directed polymers.
Theorem 1.8 (Quasi-critical log-normality). Consider Bf{}laSi'Crit in the quasi-critical
regime (1.22) for a given sequence 1 « |9 x| < log N. Define the scale §x by
1
Syi=e 2"l 0 as N o0, (1.24)

For anyt >0 and z € RQ, the following convergence in distribution holds:

_d N(0,6%)—Lo?
<uB(x\/N,51%\/N)) N—oo ¢ ? (125)

with o* = log(1 + o)

Bquasi—crit

Voe (0,00): ZN

and, furthermore, all positive moments converge.

Log-normality was first proved in [CSZ17, Theorem 2.8| for Z]B\,(x) = Zﬁ,(]l{x}), i.e. the
partition function started at a single point z (also called point-to-plane partition function),
when 8 = B5%>Mt ig chosen in the sub-critical regime:

52
2 ﬁ . A . sub-crit\ 2 5>
O gsub-criv ~ e for some € (0,1) (ie. (BN )7~ lggN ). (1.26)
Our proof of Theorem also covers this regime and allows for averaging over balls of
arbitrary sub-diffusive polynomial radius N2 ag N o0, for any 0 < v < 1. The few
changes required are described in Remarks and (see also Remark [2.6)).

Theorem 1.9 (Sub-critical log-normality). Consider 85> in the sub-critical regime

(1.26) for some Be (0,1). For anyt >0, x € ]R2, one has the convergence in distribution
./\/'(0,02)—%02

sub-crit

Vyelo,1): 2%

(U +o(1) ) —% e
B(x\/ﬁ’\/ﬁW ) N—o (1 27)

L 2 1 5
with o° = log -

and, furthermore, all positive moments converge.

Alternative proofs of the log-normality of the point-to-plane partition function in the
sub-critical regime were given in [CC22| and, more recently, in [CD24], simplifying the
original approach in [CSZ17, Theorem 2.8|. A key ingredient in all of these proofs is the
identification of suitable exponential time scales which yield an approximate factorisation of
the partition function.

Remarkably, a similar structure also emerges in the quasi-critical regime when the
partition function is averaged on scales (519\,\/N , for any power o, with 5 as in . This
key fact is at the core of our proof of Theorem (see Section |4 for more details).

Remark 1.10 (Quasi-critical vs. sub-critical regime). Comparing (1.25)) with (1.27))
for v =0, we can draw an analogy between the following two quantities:

. L. L. . quasi-crit ) B?Vuasi—crit
e the quasi-critical partition function Zy = Zy

averaged on the ball of radius 51%\/N centred at 0;

(Z/{B(O’(S]L’V\/ﬁ)) of size N,
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sub-crit

e the sub-critical point-to-plane partition function Z32> " .= ZEL (0) of size L, with
. N o . 1 . 2 .
disorder strength 3~ = ﬁgg, that is i 1+ o (to match o” in (1.25) and (1.27)).

More precisely, if we divide space into squares of side length 8%/ N and time into intervals of

Z%,uaSI'mt as effectively a sub-critical model

with rescaled time horizon L ~ 1/((519\,)2 and effective disorder strength 3% = ?gg‘

This analogy is made quantitative by our strategy of proof for Theorem[1.8, described in
Section[f) This suggests that, at a conceptual level, other results that hold in the sub-critical
regime could be transferred to the quasi-critical regime via this correspondence.

We stress, however, that the quasi-critical regime presents a fundamental technical
challenge: unlike in the sub-critical regime, the main contribution to the polynomial chaos
expansion of the partition function now comes from chaos of unbounded order (see the proofs
of Proposition and Theorem . As a consequence, many fundamental tools break down
(e.g., hypercontractivity) and novel arguments are required.

size (5]%)2]\7, we can view the quasi-critical model
Zsub—crit
L

1.4. MOMENT BOUNDS. A key tool in our analysis are moment bounds on the partition
function Z g (), see (1.17)) (we denote the system size by L in place of N for later convenience).
Such bounds, based on a functional operator approach, have been exploited in several contexts,
see [GQT21},ICSZ23al [LZ23, [CCR23| [CZ23, [CZ24, [CN25]. We provide here a universal bound
of independent interest, which applies to all regimes of 8 mentioned so far (sub-critical,
quasi-critical and critical) and to general initial conditions ¢(+) supported on sub-diffusive
or diffusive scales O(v/L).

We focus on initial conditions which are probability mass functions on 22 ie.
p()=0, > ) =1,
zeZ?
with finite mean-squared displacement from its center of mass:
2 .
Dly] := Z |z —my|” p(z) <o with my, 1= Z zp(z). (1.28)
ze7? ze7?

We require two natural bounds on ¢.

e Exponential localisation on at most diffusive scale: for some t > 0, ¢; < o0

~ \z—zo\

3z € R%: Moo’ TV <q (1.29)
ze7?
(the factor 2 in the exponent is for later convenience). This allows ¢(-) to be localised
on a diffusive or sub-diffusive scale, as it implies /D[] = O(v/L).

e Local uniformity: for some ¢y < 00

lolie = X wle) = Ble(2)) < 55

z€Z

(1.30)

where Z is a random point in Z® with law . Since Hgoﬂjz < ol 22,002 w(2) = ol o,

a sufficient condition is c
2

Dfp]’

fSince ¢ — Z9 () is linear, any ¢ > 0 with D ez P(T) < 00 can be normalised to a probability mass

||| oo < (1.31)

function.
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which means that the peaks of p are comparable to those of a uniform distribution
(note that ¢ puts most of its mass in a ball of radius 4/D[¢], by Chebyshev).

We do not restrict 8 to any particular regime, but we consider partition functions with
uniformly bounded variance: for some c3 < o0

Var[Z2 (¢)] < c3.- (1.32)

We will show that, together with ([1.29)), this implies that § lies within or below the critical
regime as L. — o0, see Lemma
We are ready to state our general moment bound.

Theorem 1.11 (General moment bound). Given h e N and i, ¢y, ¢y, c5 € (0,0), there
are constants Ly, €, < o (depending also on t,cq,cq,c3) such that

h
2

h
E[(ZL(0) ~EIZ[()])"]] < & Var[Z](¢)] (133)
uniformly for f = 0, L = L;, and probability mass functions ¢ satisfying (1.29), (1.30)),
(11.32)). The bound (1.33) still holds if, on the LHS, we replace Zf(go) with its restriction to
any subset of random walk paths in its definition (1.17]).

We prove Theorem [I.11]in Section [5]in a strengthened form, see Theorem where we
relax the assumption ([1.30)) and we consider partition functions Z f(gp, ) averaged at both
endpoints (i.e. we allow for a “final condition” 1, besides the initial condition ).

Remark 1.12 (Beyond diffusive scales). We prove Theorem under fairly general as-
sumptions: the bounded variance condition 1s necessary, as we explain in Remark|1.1/
and the local uniformity assumption is mild (and we further relax it in Section E)

Only the exponential localisation condition on at most diffusive scale (1.29) imposes some
real restriction. For instance, for initial conditions p(-) localised at scale N, one can
constider system sizes L = e N and prove a moment bound like (|1.33)) uniformly in € > 0, see
e.g. [CCR23|, Proposition 2.3| in the quasi-critical regime, but this goes beyond the scope of
Theorem because assumption is not satisfied uniformly in € > 0.

We believe that our proof of Theorem[I.11] could be extended in order to relax the localisation
condition , but we refrain from doing so in the present paper.

Remark 1.13 (Hypercontractivity). The bound shows that, under the assump-
tions of Theorem [1.11], a form of hypercontractivity holds for the diffusively averaged
partition function: moments of order h > 2 are controlled by the %—power of the second
moment.

We point out that hypercontractivity is a general property of Wiener chaos and polynomial
chaos when the main contribution comes from chaos of bounded order [Jan97,[MOOI10|. This
1s the case for the directed polymer partition function only in the sub-critical regime ,
because in the quasi-critical and critical regimes and the main contribution
comes from chaos of unbounded order. The fact that the partition function still satisfies a
form of hypercontractivity in these latter regimes, by Therorem|1.11|, is highly non-trivial.

Remark 1.14 (Intermittency). The bounded variance assumption (1.32) is crucial for
Theorem [1.11 In fact it is necessary for the moment bound (1.33)) to hold as it is a general
fact that, for a sequence of nonnegative random variables X,, with mean 1 and diverging




SINGULARITY AND REGULARITY OF THE CRITICAL 2D SHF 11

variance, we have
Vh>2: E[XN] > E(X3)"
This can be seen by defining the size-biased law d]f”N = X dP and using Jensen’s inequality:
E[X4] = B[X% 1] > E[xn]" " = E[x3]"" » E[x3]2,

since h > 2 and the second moment E[X%] diverges as N — 0.
In the case X = fo(goN) with the support of pn shrinking to 0 fast enough such that
the variance diverges as N — o0, we actually expect a stronger intermittency of the form

h
Vh>3:  E[Z](pn)"] = EBIZPY (on)1] ).
Such results have been proved in the continuum setting of the Critical 2D SHF |[CSZ23b. [LZ24].

1.5. EXTENSIONS AND RELATED RESULTS. Theorem [I.2], which deals with the regime
¥ — —o0, is proved by approximating the SHF by the directed polymer partition functions
in the quasi-critical regime (1.22)) (see Section . This strategy is actually very general and
leads us to formulate the following “meta-theorem”.

Metatheorem 1.15. Consider any “reasonable” statement about the SHF ﬁ‘;ﬂ(dx) in the
regime ¥ — —o0. Such a statement holds if one can prove the corresponding statement for
the rescaled directed polymer partition functions Ziy ([ev/N) dz with 8 = IS i the
quasi-critical regime (1.22)), for any sequence |9 | — o0 slowly enough.

By “reasonable” statement we mean some property of locally finite measures on R? which
is continuous with respect to the vague topology or the topology of C~°. Indeed, the basic idea
behind Claim is that the convergence in distribution or , which we know
to hold in the critical regime, can also be applied to ¥ = 95 — —oo slowly enough, allowing
us to effectively transfer the statement from directed polymers to the SHF. To lighten the
exposition, we refrain from formulating a more precise result: we rather refer to the proof of
Theorem in Section [3| for a concrete application of this idea.

For example, the quasi-critical regime (1.22]) was recently investigated in [CCR23| for
diffusive initial conditions, such as U B(0,5v/N) for fixed > 0. It was shown that the averaged
partition function concentrates around its mean:

6quasi»crit d 5quasi—crit
ZN (UB(O,(S\/N)) T Noow 1= E[thifv (UB((L(S\/N))]?

its variance vanishes at rate |0y| ™" [CCR23, Proposition 2.1, and Gaussian fluctuations
emerge at the corresponding scale [CCR23| Theorem 1.1]:

quasi-crit

VAN {ZtBJ{rV (UB(O,J\/N)) - 1}

From this one can deduce a corresponding results for the SHF in the weak disorder limit
¥ — —o0, see [CCR23, Theorem 1.2, in the spirit of the metatheorem just stated:

VIO (2 Up) —1) —— N(0,aj). (1.35)

——00

N(0,a3)  with 0<al<oo. (1.34)

N—o0
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Remark 1.16. We expect zﬂ(uB(m)) to have Gaussian fluctuations, as 9 — —o0, on all

spatial scales 6 = O(1) satisfying § = e_o(w‘), i.e. much larger than the scales 65 on which

log-normality arises in Theorem [1.2 Similarly, we expect the averaged partition function
mn to have a Gaussian limit when averaged on spatial scales 5v/N with 6 = O(1)
satisfying 0 = e_O(WN'), i.e. much larger than the scale 6%, appearing in Theorem .

We note that in the subcritical regime , Gaussian fluctuations for spatial averages on
such mesoscopic spatial scales have been established for the solution of the 2D KPZ equation
in [Tao24] (the subcritical 2D SHE and polymer partition functions are expected to have the
same fluctuations on the mesoscopic scale).

2. BASIC TOOLS

In this section we collect some basic definitions and tools that we use in the proof. In
particular, we present some key second moment computations on the partltlon function in
the quasi-critical regime (1.22)). For simplicity, we will abbreviate ﬁquaSI T by By

2.1. PARTITION FUNCTIONS. Given A < B € 27Z and a function ¢ : ngen — R, we
denote by Z(4 p)(p) the directed polymer partition function on the time interval (A, B]
with initial condition ¢ at time A:

Z(ﬁA ]( ®) _E[ 7‘l(AB ‘SANSD] - Z SO(:E)E[G,H?A,B”SA:.%.] (2.1)

ajezgvcn
B,w
where ’H? is defined in (T.18). Note that E[e" (S)] = 1, and hence
E[Z(, py()] = 2 o).

ZGZeven

In the special case (A, B] = (0, L] and ¢ = 1y, we write for short

Z0(9) =2 () and  Z[(@)i= 2] (). (2:2)
2.2. RANDOM WALK. Recall the random walk transition kernel g, (-) from ((1.14). We
give two versions of the local central limit theorem for the simple symmetric random walk

on Z?, see [LLI0, Theorems 2.3.5 and 2.3.11]: uniformly for z € Z* and n € 2N, as n — o
an(2) = (92(2) +O(5) ) 2- e
|4

even e
where g;(z) := ot (2.3)

o(L)y+o (‘—)
_g"() : 2']1Z2 () gn(2)>0

even

the factor 2- 12 (2) is due to periodicity, while the time argument § in the heat kernel

even

comes from the random walk covariance E[S,(Li) Sflj)] = g1,_, for i,j € {1,2}. In particular,

Gon(0) ~ % . % as n — 00. For later use, we fix 0 < a_ < a, < o0 such that

a_

a
— < gy, (0) < VneN. 2.4
" q2,(0) - ne (2.4)

We generalize the expected replica overlap Ry, from (|1.15)) by defining, for z € ngen,

L
= Z QQn(z)a (25)
n=1
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which is nothing but the random walk Green’s function (on a bounded time interval). We
also introduce the corresponding quadratic form:

Rp(p,0) = Z p(2) By (2 — w) p(w). (2.6)

z wezeven

By (2.4), we can bound

L L
Rp(2) = Bjip(2) = Z G20 (2) < Z 420 (0) <
n:[%LJJrl H:L%LJJrl
uniformly over z € 72 Therefore,
for any probability mass function ¢: Ri(p,¢) — R[%LJ(% ) <a,. (2.7)

The continuum analogue of Ry (-) is the Green’s function G(z) = G(|z|) given by

2
=]

1 Lo 28 P 72
G(z) = L (@) dt — f dt — = dr. (2.8)

o 27t 2 g2

The following result compares Ry (-) and G(-). The proof is given in Appendix [A]

Lemma 2.1 (Green’s function). Uniformly for L € N and z € 7% we can write

1
Ro(2) = 20(57) Lzz,, + O) = Flog(1+ hp) Lz +O(). (29)
Moreover, for any t € (0,00), there is ¢, > 0 such that
uniformly for LeN, z € 72 - I
with |2 < VT A L: Ri(2) = ¢ log(l + 1+|Z|2) 1 g2 (2.10)

(The restriction |z| < L in (2.10) ensures that Ry (2) = qor(2) > 0 for z € Z2 oy

2.3. POLYNOMIAL CHAOS EXPANSION. Let us introduce random variables
oPw(na)=A(B)

gg,x = )
98

which are i.i.d. with zero mean and unit variance, thanks to the definition (1.16) of o5. We
can represent the point-to-plane partition function Zf(x) as a polynomial chaos expansion:

L k
k
; z) =1+ Z 0B Z | | An;—n;_, (z; — ;1) ggz,xl : (2.11)
k=1

O=ng<n,<..<n,p<L i=1
2
TO=T, X1,...,LREL

see e.g. |[CSZ20, eq. (2.17)]. This follows from the definition (1.17)-(1.18)) by writing

L
eH?O,L] H H ol m) = AO is, =) H H {1 Tog 55@ ]l{Sn:x}}

N/ Lyez?

and then expanding the product.
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Remark 2.2 (Switching off some disorder). We will later consider partition functions
where disorder is “switched off” in a time interval (A, B] < (0, L], meaning that the Hamil-

tonian H?OL] 1s replaced by H?O,A] + H(BB’L], see (1.18). This amounts to setting &, , = 0 for
all n € (A, B], which is equivalent to restricting the polynomial chaos (2.11)) to sequences of
times ny, ...,n; which avoid the interval (A, B].

2.4. SECOND MOMENT OF POINT-TO-PLANE PARTITION FUNCTION. Recalling ([1.16)),
we define a weighted renewal function Ug(-) by setting Ug(0) := 1 and for n > 1

k
Up(n) := Z (Ué)k Z Hanni,l(fUi - $i71)2

k=1 O=mp<n<--<np=n i=1
xg:=0, xl,...,kaZQ (212)
k
2\k
= Z (Uﬁ) Z HQ2(ni—ni_1)(0)a
k=1 O=mg<ny<---<np=n i=1

where the last equality holds by the fact that > _» an(2)? = 272 @n(2) @n(—2) = q2,(0).
The quantity Ug(-) arises in the second moment of the point-to-plane partition function:

L
E[Z](0)*] = Us(L) := > Ugln), (2.13)
n=0

which follows by the polynomial chaos expansion noting that terms indexed by distinct
space-time sequences (ny, 1), ..., (ny,x;) are orthogonal in L2

The second moment E[Zg (0)2& uniformly bounded in L < N and N € N when § = By
lies in the sub-critical regime (|1.26)) [CSZ19a]. The next result considers the quasi-critical
regime and identifies how the second moment diverges as a function of ¥, in .
The proof, based on renewal theory, is deferred to Appendix [A]

Proposition 2.3 (Second moment of point-to-plane partition function). For =
By in the quasi-critical regime (1.22]), uniformly over L € 2N with L < N, we have

E[Z¥(0)2] = Ty (L) ~ ! as N — oo. (2.14)

R 9]
L— ﬁ(l B logNN)

2.5. VARIANCE OF AVERAGED PARTITION FUNCTIONS. We finally compute the vari-
ance of the averaged partition function Zg(gp) =2 p) Zf(:n) We write

Var [Zg(cp)] = Z o(x) p(z') Cov [Zf(x),Zf(x/)] .

z7$/EZzVen
Plugging in the polynomial chaos expansion (2.11) and renaming n; = m and n, = n, by

, we can write
Cov[Zi(@). Z0@)] = 3 Y auler— ) gl — ') o3 Us(n —m)

2
O<m<n<L .TIGZ

= ) Gomlz—a) o5 Ug(L —m)

O0<m<L

Y o) o} E[Z] 0],

O0<m<L
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where we applied (2.13)). In summary, introducing the shorthand
QQm(Soa 90) = Z QD(I‘) (10(1‘/) Q2m(x - l‘,) )
x7$IEZ§Ven
we have thus obtained the key formula

Var[Z) ()] = Y qamle,9) 0f E[Z]_,,(0)°]. (2.15)

O0<m<L

Since L — E[ZB( ) ] Upg(L) is increasing, recalling the definition (2.6) of Ry (¢, ¢), we
obtain the bounds

Risp (e 9) 05 IE[ZéLJ(O)2] < Var[Z0(9)] < Rp(p, ) o E[Z7(0)%]. (2.16)

Remark 2.4. We can also rewrite (2.15) more explicitly as

k
Var[Z0(@)] = D@D D e, (20 [ [ 2mi-m, ) (0)- (2.17)

k=1 O<ni<--<np<L 1=2

We now compute the asymptotic behavior of Var [Zg(cp)] for 5 = By in the quasi-critical
regime (|1.22)), allowing for general system size L = L and initial condition ¢ = ¢p (this
will be essential for the proof of our results).

In Theorem we consider the partition function Z fz (pn) of size Ly = N and initial
conditions ¢, averaged on balls of radius dx+/N for w € (0,00) (recall § from (T.24))). Our

next results computes the variance of fo (¢pn), showing that it is bounded away from zero

and infinity for general initial conditions ¢, that are “spread out” on the scale dy+/N and
for general system sizes Ly = N (5]2\,)“0(1) with £ < w.

Theorem 2.5 (Variance of averaged partition functions). Let Sy be in the quasi-

critical regime (1.22)) for a given sequence 1 < |Uy| « log N. Recall 6 from (1.24)).
Let us fix two exponents 0 < { < w < 0. For N € N we consider:

o two sequences Ly € 2N (system size), Wy = 0 (scaling factor) such that, as N — o0,
Ly = N (63)7°W = N e tInl+ellonD  yith 0 > 0, (2.18)
Wy =N (5J2V)w+0(1) = N v Pnltoldonl) with w = {; (2.19)

o probability mass functions pp : ngen — [0,00) “spread out” on scale /Wy in the
following sense (recall (2.9)):

1 L w—/
Ruy(owon) = T log 3+ ollonl) = “=L oyl +ollon).  (220)
Then .
3 w —
hm Var [ Z; N(gaN)] 157 (2.21)

Moreover, the convergence holds uniformly over system sizes (Ly)nen, Scaling factors
(Wx)nen and initial conditions (pn)Nen for which (2.18)), (2.19), (2.20) hold uniformly.

Remark 2.6 (Sub-critical regime). Theorem can also be applied to the sub-critical

regime (1.26): it suffices to take [9y| ~ (1— %) log N with 3% € (0,1) (cf. (1.22) and (1.26)),
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but the final result (2.21)) must be updated as follows:

(w—1) 5
1+05°

The minor changes required in the proof are described in Remark[A.3

lim Var [Zgi’] (en)] =

N—o0

(2.22)

The proof of Theorem is deferred to Appendix [A| Condition ([2.20) means intuitively
that, sampling two points x,y independently from ¢, their distance |z — y| is roughly
order /W . This is made precise by the next results, also proved in Appendix

Proposition 2.7 (Equivalent condition for (2.20)). Let Ly, Wy be as in (2.18)), (2.19)).
Condition (2.20)) for the probability mass functions ¢y is equivalent to

L
2 on(z) en(y) log<1 + Héﬁy'Q) = logW—]]\:f +o(|9yn]) as N — 0. (2.23)

2
xvyEZeven

Proposition 2.8 (Sufficient condition for (2.20)). Let Ly, Wy be as in (2.18)), [2.19).
For probability mass functions @y to satisfy (2.20)) (or, equivalently, (2.23)) it suffices that
they are “mostly supported on a ball of radius /Wy with atoms of size O(1/Wy)” in the
following sense: there exist zy € Z* and 0 < t = o(Vy) such that

tn
Y, en@=l-ol) and  swpen(@) <i—,  (224)
le—zy|< /WN SIN reZ? N

In particular, by (2.24]), condition (2.20) is satisfied when ¢y is the uniform distribution
on a ball or when ¢y is the random walk transition kernel, see (|1.23) and (1.14)):

ON = UB(O,\/W) and oy = By o' with ¢y = o(|9y]) satisfy (2.20) . (2.25)

We finally compute the variance of the partition function Z]ﬂvjz’ (pn) when pp is the

uniform distribution in the ball B(0,5%+/N), as in Theorem

Corollary 2.9. Let By be in the quasi-critical regime (1.22)) and recall 6 from (1.24)). For
anyt >0, x e R? we have

Voe (0,0):  lim Var [Z3 Up s vm)] = o (2.26)

Proof. The initial condition ¢y = Up 5% VN) fulfills (2.24) with Wy := Né?\f (recall
(1.23). Since Wy satisfies (2.19)) with w = g, while Ly := Nt satisfies (2.18)) with ¢ = 0,
the assumptions of Theorem are verified and we obtain ([2.26) from (2.21)). O

2, 1 2 2
Remark 2.10. Since Var[¢V (%7 )73 | = ¢7 — 1, relation (2.26) is consistent with (T.25).

3. PROOFS FOR THE SHF

In this section, we prove our main results for the SHF. More precisely, we prove
e Theorem (singularity) in Subsection
e Theorem (log-normality) in Subsection
e Theorem (long-time behavior) in Subsection
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e Theorem (regularity) in Subsection alongside the corresponding Theorem
for directed polymers.

We first state a basic monotonicity result. For integrable ¢ : R? - R, we will write

200) 1= |, ole) 2 (),
R

which is well-defined and has mean {2 p(z) dz.

Lemma 3.1 (Convex monotonicity for the SHF). Fizt > 0 and a positive integrable

function ¢ : R? - R". The law of .fé’}ﬁ(gp) 18 increasing in ¥ w.r.t. the convex order, i.e.,
for any convex function ¥ : R — R, we have

E[w(2"(0)] <E[®(Z' ()]  for v <9, (3.1)

and the reverse inequality holds for concave W.
In particular, fractional moments of the SHF are decreasing in 9:

Vae (0,1):  E[Z"(0)*] 2 E[Z’(p)*] ford <0 (3.2)

Proof. It is enough to prove (3.1) when ¥(z) = O(z) grows at most linearly as z — oo,
since the general case follows by monotone convergence. We may also assume that ¢ is
continuous and compactly supported, because such functions are dense in L.

By the weak convergence , it is enough to prove when the SHF Q’}ﬁ is replaced

crit

by the rescaled directed polymer partition function Zf N » because the limit N — o0 is
justified by uniform integrability (via boundedness in LQ). More generally, we claim that

B[ (25 (0))] <E[¥(Z5(9)]  for 8 <8, (3.3)

for any N € N and for any positive integrable ¢ : ngen — R,

Relation ({3.3) is known to hold by the FKG inequality, see e.g. the proofs of [ComlT,
Proposition 3.1 or [CSZ17, Theorem 2.8] where the arguments are carried out for fractional
moments, but they hold in general. O

3.1. SINGULARITY OF THE SHF. We now prove Theorem [1.1] on the singularity of the
SHEF. Let us first recall some general facts about measures on the Euclidean space.
By the Lebesgue Decomposition Theorem [Fol99, Theorem 3.8|, any o-finite measure v

S8 of an absolutely continuous part v*°(dz) = f(z)dz and a

2. ac
on R” is the sum v = v™ + v
singular part v*"8(dz) L dx which assigns all its mass to a set of zero Lebesgue measure.

If furthermore v is locally finite, then the density f(z) of v can be computed as follows:
denoting by B(z,8) := {y € R*: |y — #| < 6} the Euclidean ball in R?, we have
_v(B(z,9))
= lim 29
) =l
see [Fol99l Theorem 3.22| (any locally finite measure is regular by [Fol99, Theorem 7.8]).
In particular, we summarise the following general result.

for Lebesgue a.c. z € R? (3.4)

Proposition 3.2 (Singularity of measures). Given a locally finite measure v on ]Rz, the
limat in exists for Lebesque a.e. x € R? and recovers the density f(x) of the absolutely
continuous part of v. In particular, v is singular with respect to the Lebesque measure if and
only if the limit in vanishes for Lebesque a.e. x € R,
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Proof of Theorem [1.1l. Applying Proposition to the SHF v(dz) = 27 (dz), we see
that if (1.10]) holds, then almost surely the SHF is singular with respect to Lebesgue.

It remains to prove ([1.10]), which we deduce from (|1.12). We denote by (€2, .4,P) the
probability space on which the SHF is defined and we indicate explicitly the dependence on
w € Q by Q’f’w(dx). Recalling ([1.9)), we rephrase ((1.10) as

fora.e. weQ:  L(w,x):=lim i£f Q‘;ﬁ’w (UB(:c,5n)) =0 for Lebesgue a.e. z € R? (3.5)

where we have fixed (arbitrarily) 6,, := % and we have replaced lim by lim inf, in order to
obtain a measurable function L(w, z) € [0, 0] defined for all w € Q and x € R*. We stress
that the limit in exists as d | O for Lebesgue a.e. x € R2, see Proposition hence it
must coincide with L(w,z) for a.e. w € Q and for Lebesgue a.e. x € R%.

To complete the proof, we need to show that, for a.e. w € , we have L(w,z) = 0 for
Lebesgue a.e. = € R?, or equivalently E[§z2 L(w, )" dz] = 0 for any fixed a € (0,1) (recall

that L(w,z) = 0). By Fubini’s theorem, it is enough to show that for all x € R? we have
E[L(w,z)“] = 0. By Fatou’s Lemma

o . . ¢,w fe
E[L(w,x)"] < hﬁlogf E[Z (UB(L(;H)) ] (3.6)

and it remains to estimate the RHS. To this end, we exploit the monotonicity of fractional

moments (3.2) by replacing ¥ with 9§ | —co and applying the log-normality (1.12). Let us
fix a parameter p € (0, 00).

o We rewrite the log-normality (1.12) by renaming 65 = e29? ag J, i.e. expressing
Y= —% log 6% as a function of J, so that ((1.12)) becomes

7llogi 2, 1.2

%" Upe) o VO with of=log(l+0).  (37)

We note that this weak convergence also implies convergence of fractional moments,

because the LHS of (3.7)) is bounded in L' (recall that E[%ﬂ(dm)] = dx).

o If we set 95 := —Llog 4 — —oo as § | 0, then we can apply the monotonicity of
4 )
fractional moments (3.2) with ¢ = Up, 5 to estimate the RHS of (3.6).

Overall, we obtain for any fixed a € (0,1)

2 2 2 2 1
Voe (0,0):  E[L(w,z)%] < E[(eN(O"’ )30 )a] _ ez(@’—a)o” _ —
(1+0) 2
where in the last equality we plugged in the value of o = log(1l + p) from (3.7). Since
a(l —a) >0 for a e (0,1), letting o — oo we finally obtain E[L(w, )] = 0. O

3.2. LoG-NORMALITY OF THE SHF. We prove Theorem on the log-normality of
the SHF. More precisely we deduce it from the corresponding result for directed polymers,
see Theorem (which we prove in Section .

To this end, recalling the uniform distribution on continuum and discrete balls, see
and , from the convergence in distribution , we obtain

veeR% 6>0: 2% (u ) — % (Upes) (3.8)
y : tN B(x\/ﬁﬁ\/ﬁ) Noo t B(z,0)) - .

Strictly speaking we cannot plug Up, s)(-) as a test function into (1.20)), because it is not
continuous. However, for any ¢ > 0, we can approximate ¢.(-) < Up(, s (-) < ¥.(-) with
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continuos functions ¢, 9, such that 0 < 9. (-) —¢.(-) < L4_(-), where we define the annulus
A, = B(z,6 + ¢)\B(z,d — ¢). Replacing Up(, 5 (-) by @ or ¥, in (1.20), we commit an
error in L' which is O(g), i.e. the Lebesgue measure of A.. This justifies (3.8).

1
Proof of Theorem .2l We fix t > 0, z € R?, p € (0,0) and define 5, := e2? asin (1.11)).
It suffices to prove the convergence in distribution (1.12)) when ¥ ranges in an arbitrary
negative sequence ¥, = —|9;,| — —oo, which we fix henceforth. Introducing the shorthands

2 2
Y, = Q‘;ﬂ’“ (UB(xﬁﬁk)) , Y= N0 iy o2 = log(1 + o),

we need to show that Y, — Y in distribution. It suffices to fix any bounded and continuous
function ® : R — R and to prove that
klim E[®(Y,)] = E[®(Y)]. (3.9)
—00
The idea is to approximate the SHF with the directed polymer partition function. Recalling
the convergence in distribution (3.8)) in the critical regime ([1.19)), we abbreviate

— BN W) 2 1 Iy,

For fixed k € N, we have Wy ;, — Y}, in distribution as N — 0. Therefore we can choose
N = Ny, large enough so that E[®(Wy, ;)] is close to E[®(Y})]. Let us define

Ny :=min{N € N: [E[®(Wy )] - E[®(Y)]| <1},
Ny :=min {N > N,_1: N =" and [E[@o(Wy )] - E[®(V,)]| < 1},

so that we have by construction N; < Ny < ... and, for every k € N,

Ny = B[R (W )] - E[2(R)]] < - (3.11)
By the triangle inequality, our goal (3.9) holds if we show that
lim E[@(Wy, )] = E[2(Y)]. (3.12)

We claim that this holds by (1.25]), because the directed polymer partition functions Wy,
from (3.10)) satisfy the assumptions of Theorem . Note indeed that:

e the sequence B]C\;it(k:) for N = Ny, is in the quasi-critical regime ([1.22)), since by (3.10))

2 1 Uy, 1 |9 :
cri - 1 - 1 - h 1 1 N
O‘BN; ® = Ry, + log N, R, Tog N, wit < U] « log Ny,

where |¥;,| « log N, holds by the first inequality in (3.11));
e the initial condition U BavN .65, VN) for N = N}, satisfies the requirement that dy, | 0

1 1
at rate (1.24), because by definition dy, := e20% — 72210l 59 ip (1.11)).

We can thus apply Theoremto (Wi, i) ken: relation (L1.25) along the subsequence N = Ny,
yields directly (3.12)) and completes the proof. O

Remark 3.3. The strategy in the proof of Theorem is very general and it shows that
the convergence in distribution (1.20) or (1.21]), which are proved for each ¥ in the critical

regime (1.19), can effectively be transferred to the quasi critical regime (1.22)), provided we
take ¥y — —0 slow enough. This naturally leads to Metatheorem [1.15
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3.3. LONG-TIME BEHAVIOUR OF THE SHF. We prove Theorem [I.4] on the long-time
behaviour of the SHF. This is a corollary of Theorem [I.I] on the singularity of the SHF,
together with the following scale-covariance property, proved in [CSZ23a, Theorem 1.2

9 d J+1o,
Va > 0: % (Upo,.var) = 4 *! & (Upo.r)) » (3.13)
which holds for any ¢, R € (0,00) and ¢ € R.
Proof of Theorem [1.4l. To prove ([1.13)), it suffices to show that

VR < o0: Qﬁtﬂ(Z/{B(()’R)) L) O, (314)

t—00

which follows if we show that for some fixed o € (0,1) the fractional moment vanishes:

VR<coo:  lim E[2 (Upem)"] = 0. (3.15)

Exploiting first the scaling relation (3.13) with ¥ replaced by ¢ — loga and a = ¢t~ and
then the monotonicity of fractional moments (3.2)), we obtain for all ¢ > 1

E[ 2" Upo,m)"] = E[Z" 7 (Uporvp) | < B[ Uso.rvm) |-

Applying (1.10) with § = %, we see that A, := 2”119 (Z/{B((),R/\/i)) — 0 in distribution as

t — o0. The random variables (4;);~; are bounded in L', because E[4,] = 1, hence by
uniform integrability we obtain E[A}'] — 0 for any a € (0,1), which completes the proof. [

3.4. IMPROVED CONVERGENCE AND REGULARITY OF THE SHF. Theorem [I.7
entails that, almost surely, fo e C° for every € > 0, hence Theorem follows (delta

measures J, in R? are in C” only for v < —d, hence Q’;ﬁ is non-atomic).

The rest of this subsection is devoted to the proof of Theorem [I.7] We first recall the
definition of negative Holder spaces (see [FMI17, Section 2] or [CZ20), Section 12] for more
details). Let us introduce some notation in any dimension d € N.

e Let CF denote the family of smooth and compactly supported functions ¢ : R? - R.

e For r e Ny = {0,1,2,...}, let C_ denote the family of compactly supported functions
of class C", for which we define

= AL I
leler e 0y & Plloo

e Let #" denote the family of functions ¢ € C.° supported on B(0, 1) with ¢ < 1.

e Given a function ¢ : R? - R, we denote by 4,02 its A-scaled version centred at x:
e = Afdﬂﬂ@\*l(-—:v)) for ze R, A>0.

Definition 3.4 (Negative Hélder spaces). Given v < 0, the negative Hélder space C”
is the family of linear functionals T : CF — R with the following property: for any K € N,
there is a constant cy < o0 such that

IT())| <cxAY  VoeB(0,K), \e(0,1], pe &, (3.16)

where r = r(y) := |—vy + 1| (any integer r > —v would yield an equivalent definition).
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Any distribution 7' € C” can be canonically extended (by continuity) from C.° to C.., for
any integer r > —v, hence we can consider T'(p) for ¢ € C.. In order to prove that T € C”,
it turns out that it is enough to check property for a finite family of 2% well-chosen
test functions @ € C..: a so-called wavelet basis [FM17, Section 2|, which we denote by

¢ and {zp(i)}lqdd (which satisfy {q D (z)dz = 0). (3.17)

(The details of such functions are immaterial for our goals.)

This yields a convenient criterion for a sequence (Ix ) ney of random distributions to be
tight in the Holder space C” with v < 0 (in the spirit of the classical Kolmogorov moment
criterion for v > 0). The following is a special case of [FMI17, Theorem 2.30].

Theorem 3.5 (Tightness criterion for negative Holder spaces). Fiz v < 0 and an
integer r > —~. Let {¢, z/J(i): 1<i< 2d} be a C. wavelet basis in R?, see (13-17)).

Let (TN )nen be a sequence of random linear forms on C., that is, for every w in a
probability space (2, A,P) and every N € N, we have a linear functional Tx : C. — R, such
that w — Iy (p) is a random variable for every ¢ € C,.

Assume that for some p € [1,00) and C' < o the following bounds hold:

B[l 70— o))" < C.

VN eN, zeR%: , y
E[|7% (0[] <X vae(01], 1<i<2.

(3.18)

Then (N ) nen is a tight sequence of random variables taking values in the space C7 for any
/ d
T <75

Remark 3.6 (Topology of Hélder spaces). Given v < 0 and any distribution T € C”,
let us denote [Tk = ci the best constant in the inequality (3.16)). Defining the distance

—K IIT - T,]]K,'y
1+ [T -T Tk,

der (T, T') := ) 2
KeN
we have that C7 is a complete metric space, but it is not separable, see [FM17].

To ensure separability, one can define C] as the closure of smooth compactly supported
functions C under the distance dev. One has the strict inclusion C < C”, however for any
5 > v one can sandwich C* < CJ < C7 (so the difference is “small” in a sense).

The results in [EM17] are formulated for the separable spaces C| (called C7 in that paper).
Howewver, the tightness criterion in Theorem applies also to the usual spaces C7, because
Cq is a closed subset of C”, hence compact sets in Cj are also compact in C”.

We now turn to the proof of Theorem [I.7] which is based on the following moment bounds.
Recall the initial conditions Up(, g)(-) from (1.23) and the convergence in distribution (3.8).

Proposition 3.7 (Moment bounds). Fizt > 0 and 9 € R. Let 85" be in the critical
regime ([L.19)). For any h € 2N, € > 0, 0, < 00, there is a constant C = C;’f:ao < o0 such that

crit

h _
sup E[Z3 (Upuuwsvy) || <CO°  VoeR? 5e(0,4)), (3.19)

and hence
1/h

E[ 2 (Upws)"] " <CO°  VueR®, 6e(0,4). (3.20)
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Proof. In view of , the bound follows by and Fatou’s Lemma.

To prove the bound ( -, we apply equation (6.1) in [CSZ23al Theorem 6.1] for ¢ =1
(we just exchange N, N): given h € Nand 1 < p < oo, there is a constant C' = C'(9, h, p) < ©
such that, uniformly in large N, N € N and integrable p: R - R, we have

E[(25(¢) -1)"]" < (M) ]g

where ¢ is the dual of p (i.e. % + % =1) and w(:) := eI is a weight function. In particular,

el

for N = tN and () := ﬁﬂB(%(g)(-), we obtain

o h1+ c 0 Pl ’ ¢
A ) 11 =) (. S ()
[( ( B(x\/ﬁﬁ\/ﬁ)) ) ] log(1 + %) s (m;?)P Yy i Yy

x, R
1
The first integral is bounded by e (7752)5_1 while the second integral equals (27 q72)1/q
which is uniformly bounded for 1 < ¢ < . For a suitable constant C”, we then obtain

ﬁcrlt h 1 " _2(1_l)
(85 (o) 1) < €508
and taking p > 1 sufficiently close to 1 we have 2(1 — l) e. The bound (3.19) then follows
because |Z|, <1+ |Z — 1|, by the triangle 1nequahty O

Proof of Theorem Fix ¢ > 0 and ¥ € R. Our goal is to prove (1.21)). We also fix
€ > 0 and some integer r > . For N € N, we define the random linear form

TN () = fRQ o) 2% (IVNyl) dy = J v e(FH) 250 ([1]) de

where [z] is the point in Z2,, closest to € R%. If ¢ is supported on the ball B(0, R),
then + goi‘(ﬁ) = ﬁ go(;f/\%ﬁ) is supported in B(zvN, RAWN). Recalling (1.23), we

can then bound

N (B(xVN, RA\WN N))
A2
where the constant ¢ accounts for the discrepancy between the cardinality |B (z,R) N ngen|

and the area TR Applying the bound (3.19) for § = RA and h = p € 2N, we obtain

ZBN W

% ()] < 6] clelee B ZN  (Upeyn mavi)

vz e R? Ae(0,1]: sup E[|7¢ (@) ]" <CcA™  with C:=celg|, B
In particular, choosing ¢ = ¢ or ¢ = 1!}(2 <i<?2? , we see that both bounds in
are satisfied for v = —¢, hence (Iy ) yen is tight in 07 for all v/ < —e — 5. Since € > 0 and

p € 2N are arbitrary, we conclude that (Ix')yen is tight in C™° for any & > 0.

By the direct half of Prohorov’s theorem [Bil99, Theorem 5.1] (which holds for metric
spaces), tightness implies relative compactness. It remains to show that, for any weakly
converging subsequence Jy — 7, the limit 7 has the same law as the SHF %ﬁ’w.

The law of any random element .7 of C” is determined by the laws of the random vectors
(T“(p1)s ..., T () for ke N and ¢y, ..., ¢, € CL. By the linearity of ¢ — 7% () and
the Cramer-Wold device, it is enough to focus on the law of .7 () for a given ¢ € C°. It only

remains to show that 7 (¢) has the same distribution as .Q’;ﬁ’w(cp): but this follows from the
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convergence in distribution ([1.20)) in the vague topology, which yields 7y (¢) — Q’f’w(go)
in distribution for any ¢ € C° < 02 . The proof is completed. O

4. PROOF OF THEOREM [1.§

In this section we prove ([1.25]). By translation invariance, we only consider the case z = 0.
We also set for simplicity ¢ = 1 (the proof extends to any ¢ > 0 with almost no change).
Throughout this section, we fix g € (0,0) and, to lighten notation, we abbreviate

v ._ B ._
Zjav = ZNN<Z/{5]Q\,\/N> Where L{(S]%\/N.—Z/{B(Oﬁ%\m). (41)
where we recall that By = ﬁ%uaSi_crit is in the quasi-critical regime (1.22)) for a given sequence

1« |9y| « log N, and 0y is defined in ((1.24]). We then rephrase our goal (1.25)) as follows:

2 2
A — N0~ 30 with o2 = log(1 + o). (4.2)

N—0
Once (4.2) is proved, we have the convergence of positive moments: for all p > 0

2 p(p—1) 2 p(p—1)

Jlim E[(ZF)"] = E[(VO7) 5] =T — (149"
—00

This follows by the weak convergence (4.2 once we show that positive moments are uniformly
bounded, say sup yey E[(Z%)*"] < oo for all h € N (so that (Z%)? is uniformly integrable).
We already know from Corollary [2.9|that Var[Z%'] is bounded, hence any moment E[(Z3)*"]

is bounded too by Theorem (the assumptions (1.29)), (1.31]) and (1.32]) of Theorem
are satisfied by ¢ = U, s /) with D[] ~ (5]%)2]\7).

Remark 4.1. The log-normality (4.2)) is reminiscent of the corresponding result for the

point-to-plane partition function Z(O) in the sub-critical regime 5 = ﬂiub'crit, see (|1.26

with B € (0,1), that we proved in |[CSZ1T, Theorem 2.8|. As we described in Remark|1.1

the heuristic behind s that, after coarse-graining space on the scale (5]@\,\/N and
time on the scale 6]2V?N, the averaged partition function Z% in the quasi-critical regime
bAecomes comparable to a sub-critical point-to-plane partition function with disorder parameter

B* = ﬁg@ and effective time horizon L = 1/5]2\,9

sub-crit

The key to the analysis of ZfL (0) in the sub-critical regime in [CSZ17| was a multiscale
structure with time scales L for ac € (0,1). We will see that the same multiscale structure
emerges in our analysis of Zy with corresponding time scales ((5]2\fN) L with L = 1/5]2\?
and a € (0,1), see (4.5). This justifies the heuristic comparison just described.

We divide the proof of (4.2 into several steps.

OVERALL STRATEGY. Let us fix a (large) integer M € N, which will be the number of
time scales. For technical reasons, we will first approximate the original partition function
ZyN by switching off the disorder in suitable time strips, which defines ZR[H in and
provides some smoothing between consecutive time scales; we will then introduce almost
diffusive restrictions on the polymer paths, which defines Zﬁ;iﬁ in . We will show that
Z}ifﬁ and Zﬁ}ﬁ (which also depend on M) are good approximations in the following sense:

2 1
L i L
0, Z0 .z
N—o0 N—o0

VMeN:  z% 758

0. (4.3)
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Therefore to prove our goal (4.2]), we can just replace Zy with Zg}ﬁ.

Remark 4.2. A similar idea of switching-off the noise in suitably chosen strips to obtain a
smoothing approximation was also used by Dunlap-Gu [DG22] in their treatment of nonlinear
SHE in a subcritical regime.

We introduce explicit time scales
0=Ny <N, « Ny « Ny« Ny & ...« Npy « Nyy = N. (4.4)

We define Zﬁjﬁ by switching off the noise in the time strips (NV;, N;], see (£.15)), then we

define Z](i,iﬁ by restricting polymer paths at times N; and N; to an almost diffusive ball, see
(4.23) and (4.24]). The scales N; are defined as follows:

No:=0,  N,:=[(N839) (%)ﬂ = [N@)] for i=1,...,M,  (45)

where [a] := 2|a/2| is an even proxy for a € R. Note that N;,; ~ N; (é)ﬁ for ¢ > 1. The

intermediate scales N; are then defined by

. N
iy HUH fori=1,2,...,M. (4.6)
(log 679)
N
By restricting random walk paths in the definition of Z&" to the time interval [0, V;], we
obtain a sequence of quantities Z}%}g fori=1,..., M with Z]dvl,f]f\/l = Z}%}ﬁ, see (4.24]). Then,
by a telescopic product, we can write
diff M Z](%/lff diff
5 .
Zy' =1] g (with Zy o :=1). (4.7)
i=1 £N,i—1

The choice of the scales N; is made so that the the ratios in the RHS have variance of
the same order ﬁ, albeit with a varying prefactor (see Theorem . The fact that these
scales are well separated, see , ensures that the ratios in the RHS are approximately
independent.

Remark 4.3 (Exponential time scales). The choice of the scales (4.5)), which leads to
the decomposition (4.7)) into approximately independent factors, resembles what is observed
in the sub-critical regime (1.26)) in [CSZ1T| and in the more recent papers [CC22, [CD24].

Denoting by Fr := o{w(n,z):n < L,z € ZQ} the o-algebra generated by disorder
variables up to time L, we introduce the conditional expectation

dif

My, = E[d'ff’l

ZNi1

which turns out to be close to 1 with high probability (see (4.30)). We define Ay ; as the
normalised and centred version of the ratios in the RHS of (4.7):

Fn.

i—1

} fori=1,..., M, (4.8)

L Zng
Apgi= —— SNi g (4.9)
T omyy Zj‘l};f,l
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This leads to the identity

diff M

M
logZ]‘%;HZZIOgZ%ﬁ 1 z;{log 1+ANZ)—|—logle}
1 7

(4.10)
M
2
= Z {An; — 38N, +7(An;) +logmy,},
=1
where r(-) is the remainder in the second order Taylor expansion of the logarithm:
r(z) :=log(l+z) — (z — %) . (4.11)

To complete the proof of our goal (4.2), we are going to show that, for M = My — o©
slowly enough, the following three convergences in distribution hold:

MN
d
Zl A?V,’L m O'2 y (413)
My J

with o as in . Intuitively, these relations hold because the random variables Ay ; are
approzimately independent, due to the separation of time scales . The proof of
then follows by first choosing M = My — o slowly enough such that still holds, and
then applying the identity .

The rest of the proof is divided into the following steps:

e in Steps 1 and 2 we define Z3' and Z%" and prove the two limits in (4.3));

e in Step 3 we give a convenient representation for the ratio Zdlff i/ nglflf 1 as a partition

function on the time interval (NV;_;, N;] with initial condition given by a polymer
distribution at time N;_;, and we show that the latter is close to the free;andom walk
thanks to the fact that noise has been turned off in the time interval (V;, V;].

e in Steps 4 and 5 we compute the variance of Ay ; and bound its higher moments;

e in Step 6 we prove through the martingale CLT;

e in Step 7 we prove relations (4.13) and (4.14]) by variance bounds.

4.1. STEP 1: SWITCHING OFF THE NOISE. The first approximation ZR;H of the partition
function ZYy , recall (4.1]), is obtained by “switching off the noise” in the time strips (Ni, N;]
for 1 <i < M, see and : this will ensure that the endpoint distribution of the
polymer at time N; is comparable to the random walk transition kernel. Recalling and

(1.18]), we thus define
BN

off  _ H(O,N]\UJle(Nj,N
Zy =Ele So U(;g\/» (4.15)
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In this step, we prove the first relation in (4.3)):
VM eN: lim E[(Zy — Z38)%] = 0. 4.16
€ Jim E[(ZY - 2] (4.16)
Let G be the o-algebra generated by the disorder variables that have not been swithced
off, namely G := a(w(n, z)ine€ Uf»\il(Ni_l, N;], z € Zz), then we can write
z% = E[Zy | 6],

that is ZX/H is the orthogonal projection of Z% onto the linear subspace of L? generated by
G-measurable random variables. It follows that

E[(2V - 287)") = E[(Z¥)*] - E[(2}")*].
hence to prove we need to show that

VMeN:  lim {E[(Z?VV)Q] - IE[(ZJOVH)2]} ~0. (4.17)

N—oo

Proof of (4.17). Let us define a variant Z&ffj of (4.15)) where we only switch off disorder in
a given interval (N;, N;], namely

BN

for j=1,...,M: Zﬁgj = E[eH(O’N]\(NJ”Nﬂ Sy ~ Z/{&\/N] . (4.18)
We claim that we can bound the difference in by
M

E[(Z%)*] - E[(Z¥)°] = Var [2§] - Var [Z3] < Y. {Var[Z}] — Var [ 23]} . (4.19)
j=1

It then suffices to estimate separately each term in this sum.

In order to prove (4.19)), recall the polynomial chaos expansion ([2.11)) for the point-to-
plane partition function Zﬁ,(m), which yields a corresponding polynomial chaos expansion
for the averaged partition function Zf, (p) = ZxEngen () Zf, (z). The polynomial chaos

expansion for Z3 from is a subset of the polynomial chaos expansion for Zy': it is
obtained by restricting the sum to times ny,...,n; which avoid all intervals (Nj, N;] for
j=1,...,M (see Remark , hence its variance admits a formula like with the
same restriction on the sum. Then the difference Var [Z]a\}’] — Var [ZR[H] is given again by
formula where the sequence of times ny,...,n; is now required to intersect at least
one of the intervals (Nj, N;] forj=1,..., M. By a union bound, we obtain precisely .

Let us finally focus on a given term in the RHS of (4.19). Since Var [Z]a\}’] —pas N —> o,
see ([2.26]), it is enough to show that

Vje{l,...,M}: lim Var [Z3;] = o. (4.20)

N—o0

We recall that Z})foj corresponds to switching off disorder between Ay = Nj and By = N;.

It is instructive (and more transparent) to fix 0 < a < b < 1 and consider general times
Ay =N (5]2\;7)1—%0(1) = Ne (@ elinltolldn)

By =N (5]2\;7)1—174‘0(1) _ Ne_(l_b)ngH'o(WND'

Later we will specialize to b = a = % due to the choice of N; and Nj in (4.5) and (4.6)).
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We compute Var [Z})Vﬁ]] by formula (2.17]) where the sum is restricted to times ny, ..., ng
that do not intersect the interval (Ay, By]. We split Var [ZR,HJ] = I, + I, + I3 as follows:

e part I;: all times n; take place before Ap;
e part I5: all times n; take place after Byy;
e part I3: the first time n; takes place before Ay, the last time n;, takes place after Bpy.

The first contribution I; is nothing but the variance of the averaged partition function of

polymer length Ay, that is (recall (4.1))

- B ao
where we applied (2.21)) with Ly = Ay for which £ = (1 — a)p, see (2.18)), and Wy = N 612\5
for which w = o, see (2.19)) (and recall (2.25))).

The second contribution Iy, when all times n; are after By, corresponds to switching off
the noise in the whole interval [0, By], hence we have a partition function on the interval
(By, N] (whose length is Ly = N — By ~ N since b < 1, that is (2.18]) holds with ¢ = 0)
with initial condition at time By given by Z/{éjgv VN * 4By 1-€., the distribution of the random
walk at time By with initial condition uﬁ\/ﬁ (which satisfies assumption (2.24)) with

Wy = By, hence (2.19) holds with w = (1 — b)g). We thus obtain by (2.21))
Iy ~(1=Db)o.

We finally consider the third contribution I3, when there are times n; both before Ay
and after By: recalling (2.17), we can write

Iy= 3 tom(Usgyw Usg yw) 95y Usy (9 = m) 05 a4 (0) Upy (n— d).
0<m<g<Apn
By<d<n<N

where we recall that Ug, (-) was defined in (2.12). Summing over ' n we obtain UBE(N —d),
see (2.13), and restricting the sum to d < 1N we can bound Ug,(N —d) = UBN(%N).
Summing gy (q—q)(0) over By < d < %N then gives, recalling ([1.15]),

Z Q2(dfg)(0) = RlN_g _RBNfg ~ ;log

2
By<d<iN

because the minimum is attained at g = 0. Recalling that O‘%N ~ ﬁ, we then obtain

2 1
I3 = { Z 92m (u(;]{,\/ﬁ, u&ﬁ,\/ﬁ) UIBN UBN (g B m)} logN UﬁN(iN)
0<m<g<Ay
log 2~
8 21 98 By 7
= E[ZA]]\\T;(Z/{&]Q\,\/N) ] log]\]/'v U/BN(%N) ’

. . 7ol log N
where the 1equahty follows by ([2.13) and (2.15]). Applying (2.14) we see that Ug, (53N) ~ |Oz9gN\ ,
. 5N . .

while log £~ ~ (1—-10)log é ~ (1 —=0)o|9y|, see (1.24). Recalling (4.21)) we then obtain

(L—b)o[dy| logN
log N VN

Is> (1+0(1) L ~L (1-b)o.
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Overall, summing the three parts Iy, Iy and I3, we have shown that

1+ (1—-0b)o

28 =L+ L+ L>1 (1+(1— I 1)~ —M— 1-—
Var [Z3 ;| =L + Iy + I3 > I, (1 + (1 = b)o) + I, + o(1) 1+(1_a)gag—|—( b)o
o(1+0)
—o-(b—a)-22 Y _ s 0O®b-a).
0= (=) 20—~ 0 —a)
This last expression vanishes for a = b, which completes the proof of ((4.20)). O

4.2. STEP 2: ALMOST DIFFUSIVE APPROXIMATION. In this step, we prove the second
relation in (4.3)):

VMeN:  lim E[|Z} — Z§"[] =0, (4.22)

Let D,,, be the event that the random walk is “almost diffusive” at time m, in the following

sense:
D,, := {|Sm| < 4 /mlog %} . (4.23)
oN

We define Z}i;iﬁr by restricting ZR,H in (4.15) to the event ﬂjj‘io Dy n Dy, It is actually
) J
useful to define Zfl}g for each scale N;, see (4.5)) (note that N; = N for i = M):

e
fori=1,...,M: Z%?.—E{He (Nj—1-15] Ip, ADx,
j=1

%o~ Usg W] (4.24)

and we set Z]cl}ﬁ = Zﬁﬁw

Let us prove . Since |ZOfE - Zdlff| = 730 _ 731 and E[e*@] = 1, we have

M
[|ZOH_Zd1f‘f] _ 1_P<HDNJ ﬁDNj ’SO "’u(SN\/N)
j=1

< 2~ P(|sm|>\/@

me{NlaNla“-’NM:N]\/I}

S0~ Usg ) -

We recall that under P(-|Sy ~ \/ﬁ) we have |Sy| < 64,+v/N. Since N; » N(5]2VQ, see (|4.5))
and , form > N1 we can bound (59 VN < v/m, hence

1
m—éﬁVﬁZ\/ﬁ( log$—1>>§\/m logé for large N .

Then (4.22)) holds because for any m € {Nl, Ny, ..., Ny, Nyr}, we can use Gaussian tail
estimates for the simple symmetric random walk to bound

(1Sl > y/mlog 3k | S0 ~ Usg yy) < P(1S — Sol > bvm yfron 3 )
< C exp ——i\/ﬁ| C (82 Y220,

This concludes the proof of (4.22)).

(4.25)
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4.3. STEP 3: POLYMER DISTRIBUTION. In this step we give a convenient representation

for the ratio Zifig / Zj'{,ig_l in terms of a directed polymer. This will be exploited to estimate
the moments of Ay ;, see (4.9).

Let us introduce the polymer endpoint distribution jy ;(-) at time NN;, corresponding to
the partition function Z}iflg in (4.24)):
diff
Zn; (Usg y37:)

fori=1,...,Mand z € Z%, : pni(x) = T . (4.26)
ZN

where we define Zﬁ;i’fif (Z/l 52 VN a:) by restricting paths in the definition of Zjd\[ig to Sy, =,
that is

BN

7
diff HoN &
e (z,{(mmjx) — EKHQ (Nj_1.81 ]IDijDNj) ]l{Sfo}
j=1

So ~ Uss m] . (427)

By the Markov property, the following representation holds for : = 2,..., M:

diff BN
ZN’l =K e/H(Nifl’Ni] 1 S ~ N
Z]C\l;ff ’Dﬂim’DNl_ N;_1 N,i—1

i1

o (4.28)
N;_1,N; —
= Z MN,z‘—l(x)E[e i ]]lDNimDNi’SNi_l —33]-
zeZ2

even

The same formula holds also for ¢ = 1 provided we define
(@) 1= Uy /(@)

Remark 4.4. The switching off of the noise ensures that the “initial distribution” py ;4
in (4.28) is sufficiently smooth, as we show below. This will be needed in the next steps to
compute the variance and to estimate the moments of Ay ; from (4.9).

Representation ([4.28]) is very useful. For instance, recalling (4.8)), we can compute
my; 1 =P(Dg 0Dy, |Sn,_, ~ 1ni1) - (4.29)

Note that for Sy, | ~ pp -1, we have [Sy,_ | <, /N;_;log % due to the restriction to the
event Dy, see (4.27) and (4.23)). Therefore for any i = 1,..., M, we can bound

my;-1 21— POSM — Sy, | > (N, =/ Ni_1),/log %)
- P(’SN,- - SNH\ > (VN =/ Ni—l)\/log %) .
Since N;_; « N; « N;, see ([£.5) and (4.6)), arguing as in (4.25), we have: for some C' < o0,

fori=1,...,M: 1-C(63)° <my,; <1. (4.30)

We conclude this step by showing that the polymer distribution py ;(z) is close to the
random walk transition kernel q,, 5 (x), see (1.14)). Intuitively, this holds because:

e we switched off disorder between times Nl and N;, see (4.27)), therefore the polymer
evolves between these times as simple random walk;
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o we know that [Sy | <, /N; log % (due to the event Dy ), therefore |Sy | « v/N; by
the choice of Ni in (4.6). To compute Sy, we can therefore pretend that Sg =~ 0,
namely we can approximate Sy, — Sy ~ Sy _ 5, which is distributed as gy _ 5 (+).

Let us now be precise: we set for short

en = (log ) ——0, (4.31)

N—o

and we prove that for any M e Nand ¢ =1,..., M, we have

BN € My = {90(-) >0 supported in {I < /N logaé}
N

(This relation requires ¢ > 1, but we will not need it for ¢ = 0.)

Proof of (4.32). We only need to prove that py;(-) < (1 + en)? ay, g, (-)- We express

pn,i(x) by summing over the polymer position at time N < N;: denoting by gZ)N( 2)
the corresponding distribution (defined as in - with {S N = x} replaced by
{S5 = z}), and recalling the random walk transition kernel from (L.14), for z € Z2... with

lz| <, /N;log &, we get
on

To obtain py;(-) < (1 + en)? qy 5 (+), it suffices to prove the following bounds on the

k3

numerator and denominator in (4.33)): for any M € Nand i = 1,..., M, we have, for large IV,
Ay,—x,(r —2) < (L +en)ay_g, (@), (4.34)
Yo ay 5@ -2 24y (4.35)

l2’|<. [N, log - =
N

uniformly over z,z € Z2,., that satisfy (recall (@.5) and (.6))

2| < \/N log \/N log 2, |z] < 4 /N; logé. (4.36)

We first prove (4.34)). We fix M e Nand i€ {1,..., M}. By the local limit theorem ({2.3)),
uniformly over for x, z € 72

ovens WE can write

_ l2)® oz B
qu—Ni@_Z) - 1O — | +o(1)

=e i i (N;—N;)
4N~ N, ($)

3
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1

For large N, we have N; — N; > $N; and N; > (63)" ™ = (log 5%)3, see (4.5) and (4.6).
N
Therefore by (4.36)), we can bound
142
ot o=t _ UB)
(N; = Np)* N; " log %

’ _‘2<Z,ﬂ?>— ah <o 2zl 1) - C

NZ' - Ni h Ni log

jf* —

Both estimates are o(ey) as N — o0, see (4.31]), hence (4.34]) follows. Flnally, to prove
(4.35)), we note that the LHS equals

Pl + S ) < Nooa ) > P(15] < by )
1—Cexp ’\/K‘

—1-C (%) <1 +en),
where the last inequality holds for N large enough, see (4.31)). O

4.4. STEP 4: VARIANCE COMPUTATION. In this step, we compute the asymptotic

variance of Ay, from (4.9), which is needed to prove and - We work under the
conditional probability P(-|Fy, ) and note from (4.8 and ) that

E[Ay,|Fn, ,1=0. (4.37)
Therefore we focus on the second moment. In the next result, we exploit the control on the

polymer distribution ;4 that we obtained in (4.32) in the previous step.

Theorem 4.5 (Second moment asymptotics). For any M € N andi=1,...,M, we
have the a.s. convergence (uniformly over ‘FNifl)

1 0

MTT 7o (4.38)

A E[(An.) | Fn,_ ] =

Proof. Recalling the definition (4.9) of Ay ; and the representation (4.28), we can write

Z pn i ( [(eH?fVV PN 1) Lp, oDy, ‘S _x]. (4.39)

zeZ?

mNz

even

Removing the constraint 1p_ ~p , the RHS of (4.39) would simply become
A 1 BN :
Ap,i= (ZLN(SDN) - 1) with Ly =N, =Ny, on=pyi1- (4.40)
my;

We can now apply Theorem because Ly = N; — N;_; satisfies with £ = (1— —) 0,
(cf. (4.5) and (4.6)), while oy = pp;_; satisfies (2.20) with WN = — N,_; thanks to

[#32), (2:24), and (2:25), and (2:19) holds with w = (1 — 2) o. Recalling from (4.30) that

mpy,; = 1 —o(1), relation (2.21)) then yields

L B _w—é_ Q/M
lim E[(Ay,)*|Fx,_,] = lim Var[Z]¥(pn)] = T T 1r (- 1)

. (441
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which matches our goal (4.38)). It remains to show that removing the constraint ]lDNi“DNi
from (4.39) is immaterial, that is, almost surely we have E[(Ay,; — ANﬂ-)2 ‘fNi—l] — 0. To
this end, we note that

BN

- 1 H v
Ayi—An; = i 2 MN,z’—l(iU)EKe Wil — 1) Lpg, upg, ISNH B :):]
(2 ! ’

)

2
xEZeven

Since in the expectation above, disorder is restricted to the time interval (N;_;, N;] with
N;_1 « N; « N;, we can show that the contribution from the event Dy n vai, which

implies |Sy.| > ,/N;log 6%, is negligible via an analysis similar to that performed in the
N
proof of (4.32)), which uses the fact that the simple symmetric random walk has a negligible
probability of having super-diffusive displacement on the time interval [N, IV;].
So we will focus on showing that, conditional on Fy ;, the L? norm of
1 HN
Z i1 () E[(e il — 1) Lpe

2
IeZeven

e Sy | = x] (4.42)

is negligible. First, recalling (4.30) we have that my,; 1 > 1-C (5]2\7)% and so we can neglect
this term. Secondly, by (4.32)), we can bound py;_;(z) < CqN__l_N,_l(a;). Using the chaos

expansion ([2.11]), the L? norm of the sum in (4.42) can be bounded by a multiple of

’ /
Z Z ~ 4N, ,-N, , (:C)qu_lfNi_l(x )QafN,-_l(Z - x)QafNi_i (z—a)
m,x/,z,z/eszen N,;_1<a<b<sN;
o —2,1/2
[yl Jy/|> (N, log 63"

2
x o3, Ug, (b—a, 2 — 2) qub(y — z’)qﬁrb(y’ — z/)
2 9
= X Y s, (2 B Us (- a2 = 2) a5y — g, o6~ 2,

z,z’eZiven N,;_;<a<b<N;
[yl ly' 1> (N log 63*)

(4.43)
where we used the Chapman-Kolmogorov equation to go from the first line to the second
and we used the notation

k
U,B(nvz) = Z(U%)k Z HQnifni_l (2 _xi71)2a (4.44)

k=1 O=mg<ny<---<np=n i=1

zq:=0, xl,...,xk_lezz,xk=z
that is, the renewal function from (2.12)) with the end point pinned at z. To bound ,
we distinguish between two cases: either |2’| < %(Z\Nfl log (5&2)1/ 2 or 2’ satisfies the opposite
inequality. In the first case, the decay from the random walk kernels will make the contribution
to negligible since |y — z|, |y’ — 2| > 3(N;log (5;,2)1/2. In the second case, we can drop
the constraints on y, 4’ in the sum to obtain that, the corresponding contribution to
is bounded (up to constants) by

2 Yoty (0B Usy(b— a2 —2). (4.45)

i—
> -
2€7gyen , N;_1<a<b<N;
1/2

- _2
|Z/|>%(N¢ logdn™)
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In the sum above, we can identify (a,z) with (ny,z;) in (4.44]) and use (4.44) to rewrite
(4.45)) and bound it by

/ li / /
> U, (V7)< > Us,, (b, 2), (4.46)
0<b'<N,—N;_, 0<b'<N;
2> 1 (I, log 6/ |2'|> L (I, log 5y°) /2

where in the inequality, we enlarged the range of summation for b'. We can then use the
next bound, which can be proved by following the same steps as in [CSZ23a, Lemma 3.5]:

Az eA’n
Z Ug,, (n,r)e ol < ce Ug,, (n).

zeZ?
From this bound, the negligibility of (4.46) as N — oo follows easily by a Markov type
inequality with appropriate choices . O

Remark 4.6 (Sub-critical regime). In the sub-critical regime (1.26)), we need to modify
.38) to-

2 1 05

lim E[(Ax;)" | Fn. | =— , = .

The proof is the same, except that in (4.41]) we need to apply (2.22) in place of (2.21)), see
Remark [2.6.

(4.47)

STEP 5. (HIGHER MOMENT BOUNDS). In this step, we control higher moments of Ay ;
defined in (4.9)), proving the following bound (recall the second moment computation (4.38))).

Proposition 4.7 (High moment bounds). For any h € N, there is a constant €, < o0
such that, for any M e N andi=1,..., M, we have the a.s. bound (uniformly over Fy.  ):

h

| 1 0 2
lim s E[(Ay, Ml Fy <G|\ ——7F | - 448
1}\;141)101) | [(Ana)" | N1_1] | h <M 1+(1— AZ)Q) ( )

Note that the case h = 1 is trivial by (4.37)), while the case h = 2 holds by (4.38]), and
hence we focus on h > 3, in which case the bound is a direct consequence of Theorem [1.11
Proof. As in the proof Theorem see , conditioned on Fy, __,

as a modified partition function where the random walk is restricted to Dy N Dy, . In (4.39),

we can ignore the mean my,; = 1 — o(1) (see (4.30)). Thanks to Theorem |1.11| (whose
assumptions we check in a moment), we can obtain a moment upper bound by removing

the random walk restriction and applying (|1.33) to get

Ap; can be written

h
171] | < ¢, Var [ng(SON) }fNifl] .
Our goal (4.48]) then follows from (4.38)), since, as we showed in the proof of Theorem (4.5

. 8 o 2 1 0
A}l_I)nOOVaT [ZLz(QON) | Fn, ] = &T@E[(AN,U | Fn,_, ] = Vi m :
It only remains to check the assumptions of Theorem 1.11} namely that Sy from (|1.22])
and Ly = N; — N;_q, o = pn—1 from (4.40)) fullfill conditions (1.29), (1.30) and (1.32).

e The bounded variance condition ([1.32)) clearly holds by (4.49).

|E[(Ay.)" | Fu,

(4.49)
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2 :

e By (4.32), we have oy = pun; 1 < (L+en)ay_ x| <24y _ g5 _,» SO ¢n is

exponentially concentrated on the scale A/N;_; — N;_; ~ 1/N,_; much smaller than
A/N; ~ /Ly, thus condition (1.29) holds by the local limit theorem (2.3).

e Again, oy < 2qu71_Ni71 yields [l¢ |l ~ 1\;1,71(3](71,71 ~ D[SC;N]’ see (1.28) and (2.3),
hence condition ((1.30) is fullfilled.

The proof is complete. 0

Remark 4.8 (Sub-critical regime). In the sub-critical regime (1.26)), we need to modify
() to:

. 1 0B’ )
limsup |E[(Ax )" | Fy ]l <€ < — 4.50
Npr! [(An)" [ Fn,_ 1| <€, M5 (1 1)ef (4.50)

i agreement with the variance (4.47)).

STEP 6. PROOF OF (4.13) AND (4.12)). We will apply the Central Limit Theorem for
arrays of martingale differences. In particular, we will make use of the following special
version of [HH80, Theorem 3.5].

Theorem 4.9. For eachn =1, let (Sn,i)1<i<Mn be a mean zero square integrable martingale
adapted to the filtration (F,;)1<i<m, - Let A, ; := S, ; — Sy ;1 be the associated martingale
differences. Denote

Vi = 2 E[AY | Foja] and U, := 2 AZ
j=1 Jj=1

Assume that

P

JEHV,E,M” — 0—2|] — 0, and E%E[Ai’i | Fric1] — 0. (4.51)

Then the following three statements are equivalent:
(i) Z E[Ai,ﬂlmn,i\x] —=0 (4.52)

i<M,,

(ii) E[|Unu, —0°[] —0, (4.53)

U d
(iii) S, := 21 A —— N(0, o). (4.54)

In our setting, the first condition in (4.51f) follows from Theorem (note the uniformity
over Fy. in the convergence therein) by choosing My — oo slowly enough and then applying

a Riemann sum approximation that shows ol = Sg ld—th = log(1 + o).
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The second condition in (4.51)) follows from the higher moment estimate (4.48)) and a
union bound as follows:

My

P(E% E[AY | Fyioa] > 2) < 1P(E[A?V,i | Fviaa] > ¢)

.
Il

<

(T)w‘,,_.

I
—_

Blaki] - 0(57):

where the last equality is justified by choosing My — oo slowly enough. Indeed, by (4.48]),
for any fixed M < oo, there is N = N}, large enough such that

7

2
N=Ny, Vi<i<M:  E[(Ay)'Fy, 1< (Aj)

We can assume that lim,;_,., N}y = 00. Hence we can choose a sequence (My)y_,o With
My — oo slowly enough such that N > NMN, and hence

%E[(ANJ)‘L\.FNH] €4MN< 29) ~0(+-)

i=1 My My

Condition (4.52) follows in the same way via Chebyshev’s inequality and the higher
moment estimate (4.48)). In turn, this implies (4.53)) and (4.54)), which are respectively our
desired relation (4.13]) and (4.12)).

STEP 7. PROOF OF ({4.14]). To show the negligibility of the second term in (4.14)), i.e.,
Zf\iﬁ’ logmy ;, we apply (4.30) to obtain

N MN 9 1 ’ 1
— Y logmy,; < — Y log(1—C(6x)7) < C'My(dy)7,

which goes to 0 if My — oo slowly enough such that MN < (0n )_%
2

For the first term in (4.14), recall that r(z) = log(1 +z) — (z — %-). Using the elementary
estimate |r(z)| < Clz|” A 27, we obtain

’Z r(An) ‘ CZ( (AN LAy, |>8]+E[’AN1’ ]]'|ANZ|<E])

N
<O (B[ AR Lay, = ] +E[A%,]),
=1

which converges to 0 by (4.52) and (4.53)) and by letting € be arbitrarily small.
The proof of (4.2) is now complete. O

5. HIGHER MOMENT BOUNDS

We prove a strengthened version of the general moment bound in Theorem [1.11] We
consider the averaged point-to-point partition function Z (p,1)) defined in - for P,
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7> >R and LeN,

Zg(gp,w) = 2 o(2) Zf(z,w)w(w) with Zg(z,w) = E[eH?deL)(S) ]l{SL:w}‘SO = z] .
z,weZQ
(5.1)
Let ¢ be a probability mass function on Vi satisfying the localization condition ,
which we recall here for convenience: for some £ > 0, ¢; < ®©

.
3z € R%: 2 o(z) T < . (5.2)

ze7?
Instead of (1.30), we impose the weaker condition that, for some ¢y < 0,

log(L 2
Ri(p,¢)

where Ry (g, ) is defined in (2.6). The fact that (5.3 is indeed implied by (1.30]) (when
(5.2)) holds) is shown in the next result, proved in Appendix

Lemma 5.1. If a probability mass function o fullfills (5.2)), there exists ¢ = ¢(t,c;) > 0
such that

L
Ri(p,9) = Ripa(p,0) = ¢ log (1 + 550 » (5.4)
and hence condition (1.30) implies condition (5.3)).

We also require condition ([1.32)), that is boundedness of the variance of the point-to-plane
partition function Z g(go) = Z7 (¢, 1), which we recall here for convenience:

Var[Z2 (¢)] < 3 - (5.5)

We stress that we impose no assumption on % in Zf(go, V).
We can now state our strengthened moment bound, which generalises Theorem [T.11]

Theorem 5.2 (Strengthened general moment bound). Given h € N and t, c;, Cs,
cs € (0,0), there exist constants Ly, €, < oo (depending also on t,c;,cy,c3) such that

=2l ||P

t
2 VL

h
2

P(-)e (5.6)

E[(21(e.) ~E[Z] (e, 0))"]| < & Var[Z] ()] .

uniformly for 5 € 0,5y, L = Ly, for probability mass functions ¢ and zy € 72 satisfying
(5.2), (5.3) and (5.5), and for arbitrary function . Furthermore:

e 2 in (p.6) (from (5.2)) can be replaced by the mean m, of ¢ (see (1.28));

e the bound (5.6) still holds if, on the LHS, we replace Zf(go,zp) by its restriction to
any subset of random walk paths in its definition (5.1).

The rest of this section is devoted to proving Theorem [5.2]

5.1. PRELIMINARY LEMMAS. We collect here some technical lemmas that will be useful
in the proof. We first show that, for any probability mass function ¢ satisfying condition
(5.2), we have a uniform lower bound on Ry s(¢, ). The proof is given in Appendix
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Lemma 5.3. Given t,c; € (0,00), there exists n > 0 (depending on t,c; ) such that, for any
probability mass function o satisfying (5.2)) with constants t and c;, we have

Rpjo(p,0) = n. (5.7)

We next show that the assumptions of Theorem [5.2] force 5 to be at most critical. To this
purpose, recalling ([1.15) and (1.19), we have the equivalence for any ¥ € R, as L — o0,

2 1 2 1 T 19 + O(l)

e — = —(14+———=]. 5.8
75T R, —9+o(l) TR\ T el (58)

The next result is proved in Appendix [B.3]

Lemma 5.4. Given t,cq,c5 € (0,00), there exists 9 € [0,00) (depending on t,cq,cs) such

that, for any = 0, L € N and any probability mass function ¢ satisfying (5.2)) and (5.5))

with constants t,c; and cs, we have (recall 0[23 from (1.16)) )
1
2
on < =, 5.9
PSR, -9 (5:9)

We finally define an exponentially dampened version of Ry from ({2.5)):

. L <
R(L)‘) = Z e L gy, (0) for A\ >0, (5.10)
n=1

We will use this quantity to give a proxy for the second moment E[Zf /2 (0)2], as shown in
the next result, proved in Appendix [B.4]

Lemma 5.5. Recall the constant a, from (2.4). If 3> 0, L e N and A>0 satisfy

1
05 < R, (5.11)
R(L) +4a,
then
1 1
E[Z],(0)°] = 5 ——— (5.12)

2 2 5\
1_0/3RL)

In order to achieve condition (5.11)), starting from ([5.9)), it is enough to take A=0 large
enough, as we show in the next elementary result, proved in Appendix

Lemma 5.6. Recall the constant a_ from (2.4). For any 0 < A< L, we have
Rf‘) < Rp—a_log % (5.13)
We are now ready to describe the strategy of the proof of Theorem [5.2

5.2. A GENERAL ESTIMATE. We bound the moments of the partition function exploiting
the functional operator approach developed in [CSZ23al, [LZ23, [CCR23|. The following general
estimate is extracted from [CCR23| Section 4] (see Appendix for the details). A comparison
with the original bound from [CSZ23a] is discussed in Remark

Theorem 5.7 (JCCR23|). Fiz any exponent h € N, h = 3, system size L € N and coupling
constant B > 0 small enough, say B < By for a suitable By = By(h) > 0. Given t > 0 and



38 F. CARAVENNA, R. SUN, AND N. ZYGOURAS

A= > 0, there are constants KEZ), C}(f’)‘) < 0 such that, assuming O'% Rg‘) < 1 and defining
A, 0-2
A N A 75@), (5.14)
—og Ry

the following bound holds for any 1 < p,q < o0 with l + l =1 and any functions @, on AL

0

[E[(Z](¢.%) — E[Z} (2.9)]) (paT)" )

r=1

X Hs@(~)eﬁ|’|H¢1 Hs0(~)e%|'\ h=1 (5.15)

zP

S oLy A Ol

The series converges iff pql' < 1, in which case we can bound it by

& h INE
Z pq ) 2] <o Pal)? if 0<pgql <1. (5.16)
= 1—pql

second and third lines of ((5.15)) in order to fit our assumption on ¢, see in particular ([5.2))
and (5.3]). Since we will be interested in taking ¢ large, we may assume

e [4,0). (5.17)

We will deduce our goal (5.6)) from (5.15]). We first need to have a suitable control on the
(5.15

We will need the following basic interpolation result.

Lemma 5.8. Fiz pe (1,2) and q € (2,00) with l + l = 1. For any f,g on 72,

‘ HfH" (5.18)

£ gl < [ £972 0

Proof. We write f? = f17* f** witha=p—1= g e (0, %), and apply Hélder to get

I£sll = 3 17 lg !”<(Z|f o= ')M(Zf“)z)a
2e7?

2e7?
which coincides with ([5.19)) since %‘”‘ =1- 5 and 7 = é. g
Let us look back at the second and third lines of ([5.15)). We apply (5.18) with f = ¢ and
g()—eWH for ¢ > 4wehaveq < 2, hence

e e¥e] 0 < o) X2 e ol < o) 7Moo (5.19)
VA l VA

We next make the simple estimate that, for some ¢ < oo,

_ it __t . i gls cL
65 < oy (3077 ') <oty (5 o)

2
z€Z

because »; e 371l < Yer? e 2l < 5. Plugging these estimates into ([5.15)), as well as
S
the bound (5.16]) with p < 2, we obtain the following corollary of Theorem



SINGULARITY AND REGULARITY OF THE CRITICAL 2D SHF 39

Proposition 5.9. For any h € N, h > 3, there is 5y = By(h) > 0 such that for any
B e [O,@O] and L € N the following holds. Given t > 0 and X\ > 0, there are constants

Kg), C}(f’A) < o such that, recalling T' from (5.14)), for any

qg=4 suchthat 0<2¢ql' <1, (5.21)

we can bound, for any functions p, on ZQ,

[B[(2](09) ~ B[Z5.00)"]| <0 2% (i)

2t h N h
« HQO(‘)eﬁ| ZO\HZI Hw()e Qﬁ‘ z0|”£oo'

(5.22)

In the next subsection we will show that our goal ([5.6]) follows by (5.22)).

Remark 5.10 (Comparison with [CSZ23al). From the proof of [CSZ23al, Theorem 6.1]
one can extract a bound similar to (5.19)), but with a different dependence on the boundary
conditions ¢, 1, namely the second and third lines of (5.15)) are replaced bgm

h
ep

h
@

. 1 . . .
L5 o) eVl x 2l e V2l = o) eV ol eV (529

The bound (5.15|) is better for two reasons:

i i
e the quantity Hl/)() e_\ﬁHHﬁ is smaller than |V He_\ﬁH and it allows for un-

bounded functions ;
e the power h —1 in (5.15)) is better than h in (5.23) in case D = D[] < L, see (1.28)):

o7 instance, 7 Y2 15 @ p70b0,b7;l7;ty mass function Suppor ted on a ball 0 7adius vV D ’LUZth
= O L CL’I’ld =1 s constant o1 S’mel’l,CZty , we hcwe or some c > O
Plloo D

[q

1
D
D

oo =ep7h, e s er,

= C

1
hence (5.23)) is larger than (5.15) by a factor = ¢ (%)5 »> 1.

5.3. PROOF OF THEOREM . Given h € N and constants £, ¢;, ch, ¢ € (0,00), we
need to prove the bound ([5.6) for all 5 > 0 and L large enough, uniformly over probability

mass functions ¢ satisfying (5.2)), (5.3), (5.5) and over arbitrary functions ¢ on 7. For
simplicity, we assume zy = 0 (it suffices to replace ¢ by ¢( - + zy) and likewise for ).

We will deduce (5.6) from (5.22)). To apply Proposition , we note that 8 < fy(h) is
guaranteed by (j5.9) if we take L > L), for L, large enough (depending on h and ¥ in (5.9)),

hence on ,c;,c3). We show below that condition ([5.21]) can be satisfied as follows:
. -
(a) we first fix A > 0 such that I" € (0, 15];
(b) then we pick ¢ = 4 with 2¢qT" < % (to discard the denominator 1 — 2¢T" > % in (5.22)).
We can now apply the bound (5.15)). We show below that

1
TThe factors La, L7 in (5.23) arise from operator norms, see |[CSZ23al Proposition 6.6], while % is due
to an averaging on the system size from L to 2L which is performed in the proof.
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(c) for suitable constants C, C’ < oo (depending on h, £, c;, c5, c3),
1
2T < C Var[Z)(¢)],  (L¢|2)s <C'. (5.24)

Plugging these bounds into (5.22)), in view of (5.2), we see that the RHS of (5.15)) gives
precisely (5.6) with the constant

¢, =20V o3 (¢ (5.25)
We complete the proof of Theorem proving the steps @, (]ED and .
Step @ To find the desired \ > 0, we note that by (5.14) we have the equivalence
1
= pM) @
Ry + 16K,

We will later need the similar condition (5.11)). Both conditions hold if we take A large
enough, thanks to Lemmas and more explicitly, by (5.9) and (5.13)), we can fix

5.2 9 e27r(1§+max{16 k) da,})

0<T <L — a§<

16 (5.26)

(5.27)

Step (]ED We will see below that it would be convenient to take ¢ ~ Rj, /2(<p, ¢). To ensure
that ¢ = 4 and also 2¢qT" < % ie g< ﬁ, since Ry, j5(, %) = 1 by (5.7), we define
R , 1
¢ := min {4”27(;0@, 4r}‘ (5.28)
In particular, we have by definition

4
ql' < ERL/Q(QOy )T (5.29)

Step . Let us prove the first relation in (5.24)). By definition of I', see (5.14), and by
Lemma (note that condition (5.11)) is ensured by our choice of \), we can bound
2

. o i
Rpp(e, o)1 < K, R, ) IQBR(’\) <2k Rpp(p.¢) o E[Zf/g(())Q] :
— 9B

Applying the first bound in (2.16]) we then obtain

t
Ryl o)T < 2K VarlZ/ ()] (5.30)
(&
hence, recalling (5.29)), the first relation in (5.24) holds with C := 167};’1 .

Let us finally prove the second relation in (5.24). By assumption (5.3) we can bound

1 1 2 1/
(L HQ)OHEZ) 4 =eq 10g(L H‘IOHZQ) < eq C2 RL(SDAQ) .

It remains to show that, for some constant ¢ > 0 (depending on h, £, c;, 5, c3),

q = CRL(@a QO) ) (531)

so that the second relation in (5.24)) holds with ¢ = e 2,
Let us finally prove (5.31)). It follows by (5.30]) and assumption (5.5) that

1 1
T = 0 Rip(e, ),
2Kh C3
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hence, recalling ([5.28]), we can bound
q=aRpp(e,p)  with a:=

4 1
= . 5.32
b (5.32)

At last, by (2.7) and (5.7)), for any probability mass function ¢ we can write

Bulee) g, Ri(e,¢) = Riple @) _ 4% (5.33)
Rpa(p, 0) Ry 9) n

Combining (5.33) with (5.32) then gives (5.31) with ¢ := a/(1 + a/n). O

APPENDIX A. SECOND MOMENT COMPUTATIONS

We first prove Lemma [2.1] about Green’s functions. Then we prove Proposition on the
second moment of the pomt -to-plane partition function. Finally, we prove Theorem on
the variance of the averaged partition function, together with Propositions [2.7] and

Proof of Lemma 2.1l From (2.8), we see that G(a) = -t log(1 + a~2) + O(1) uniformly
over a > 0. This already proves the second equality in (2.9). To prove the first equality, we

plug the first line of (2.3)) into (2.5]) to get

L
= { Z gn(z)} 2- ]lzgven(z) + 0O(1). (A1)
n=1

We can replace g,(2) = g,(|z|) by g,(|z| + 1), because their difference is O(n73/2) and can
be absorbed in the O(1) term. We next write

+1 z|+1

L ) - AL( L )

S+ - 1 30y (522) -

z|

where we set
L n
L
)= 3 [ op @) - s ar.
n=1 nT
z|+1 1

It remains to show that Ay (z) = O(1) is uniformly bounded for |z| = ‘ﬁ > 7

<

_l=lZ
By direct computation we see that 0,9, (x) e e for some ¢ < c0. Then, uniformly

S
for |z| > we can bound the term n =1 in AL(JU by an absolute constant C' < co:

1
VL’

1 1 1
f <JLCZ _cLudu>dt—JLce_Ciudu:J Ee_édU:30<OO.
0o U ov

For the terms n > 2 in Ay (z), we simply use |0,g,(z)| < i to bound |g% (2)—gi(z)| < 51
<

1

(because 7 —t < 1) and we obtain, uniformly over x € ]R

Z fl_l ‘gg(x)—gt(ﬂi)}dt<% i f? J Sdt<c<o.

This completes the proof that |Ay(z)| < C + ¢ uniformly for L € N and |z| > ﬁ

=13
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We finally prove (2.10]), for which we may assume that z # 0 and L is large enough. By
the second line of (2.3)), uniformly over |z|* < 2(1 + t*)n we can write, for a suitable ¢ > 0,

O(M) ce ¢

QQn(z) = gn(z) e " 2 ﬂzzven (Z) = n ]lzgven (Z> s
2
hence, restricting the sum in (2.5) to n = n(z) := [%(1'12 + 1)], we get
I 4 4
ce ¢ Ll ce™ e et L+1
Z du =ce < log
n=n(z) n(z) U n(z)

For |z| < tv/L we have n(z) < 4(L+1), equivalently £ ( ) =1+ LJ(F) and since 11(z) < |z|2+1
4

we finally obtain log £t > log(1 + -£41;), hence (2.10) holds with ¢, = ce_t?, O
i 2 14127

The key tool for the proof of Proposition [2.3is the following renewal representation of
the second moment of the partition function developed in [CSZ19a].

Remark A.1 (Renewal interpretation). Given N € N, we define the integer valued

renewal process

7V =™ Y

with TéN) := 0 and i.i.d. increments (Ti(N))Z-eN with distribution (recall (1.14) and (1.15)))

PII™ —n) = 1 g, (0),  1<i<N. (A.2)
Ry

For 8 = By in the quasi-critical regime (1.22)), we can then write (2.12)) as follows: for every

neNo,

log N
Usy(n) = ) (1 - 22 p(r(N) = n) = EfN‘ P(rtY) =), (A.3)
k=0

where Ky is an independent Geometric random variable with mean \?91\7

Proof of Proposition Note that (recall (A.2) and (1.15])

p(r™M <) <P(™ <rLvi=1,... L) =P(T™ <L) = (&)’“

Then it follows by (2.12) and (2.13]) that

E[Z/(0)*] = Ugy (L) = 3 (1= 220)* P(r™ <L) < 3 (1 Easb)F ()",
k>0 k>0

which yields the RHS of (2.14]) as an upper bound.

To get a lower bound, note that we can write P( V) < L) = (}}%)k P(T]gL) < L) because
the law of Ti( ) conditionally on TZ-( ) < L is just the law of Ti(L)7 see (|A.2). By Markov’s
inequality, we have P(T,EL) < L) =>1- %E[T,&L)], where

k k
E[TIEL)] = kE[Tl(L)] _ R7L Z N qa,(0) CR—L L for some ¢ < o0.
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Using Y1 ka® = (1_9530)2, we obtain
B2 0] X (1= ign)" (7)) (1 - e )
k=0
g (1 A
1= fL(1— o) Rpi— fu(1- {24
1 ¢
g TR (1)
where the last inequality is obtained using (1 — IL;’;N]\'f) < 1 in the numerator, I%LV < 1 in the
denominator, and Ry ~ bi N py . This completes the proof of . O

Proof of Theorem 2.5l We are going to exploit the upper and lower bounds in (2.16])).
We recall from (|1.24)) that log 5% = |¥n/, hence by (1.15)),
N

Ry log N + O(1) o log N
Applying (2.14) then gives
BN 2 1 1 IOgN
E|Z7N(0)7| ~ ~ , A4
[LN()] 1_%N(1_1|79N]\|[) 1—!—5 |19N| ( )
N og

and the same holds for E[Z?JZ (0)2] since $Ly = N (5]2\7)”0(1), just as Ly.
5N
The difference Ry (¢, ») — R1; (¢, ¢) is uniformly bounded by a constant, see (2.7)). Then
2
assumption (2.20) on ¢ implies, since |¢y| — o0,

1
R%LN(()ONa ON) = RLN(SDNa en)+0(1) = - (w =) [In| + o([In]) - (A.5)
Since U%N ~ ﬁ ~ g N> See (11.22) and (1.15]), the bounds in (2.16) yield (2.21)). O

Remark A.2 (Sub-critical regime). The proof of Theorem also applies to the sub-
critical regime (1.26) if we take ¥y ~ —(1 — B2) log N with 7 € (0,1). In this case

lngJ\‘f — (1 — %) > 0 and we must take into account second order terms in (A4), namely
1 1

BN 21 o ~
O iy e ae® T oo n 0 A

. 2 52 32 . .
Since o, ~ f%v ~ %, the bounds in (2.16)) yield (2.22)).

Proof of Proposition Recalling (2.6)), we rewrite condition (2.20) as

1 L
> en(@)on() Ry (e —y) = — log 72+ o(|9]). (A7)
2 Q N
I7yeZeVen
To obtain our goal ([2.23)), we simply replace R (z —y) in this sum by %log(l + Ly )

L+|z—y|
because their difference is uniformly bounded, see (12.9), and hence their contributions to
the sum differ by O(1) = o(|9y|), which is negligible for the RHS of (A.7)). O
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Proof of Proposition We need to show that condition ([2.24)) implies (2.23]).
We assume for simplicity of notation that z5 = 0. We then rewrite (2.24) as follows:

1
>, en@=1-o(1), swey(@)< =, with Wy:=Wye™™, (AS8)
zeZ’ WN

lz|<y/ Wi
where we recall that 0 < ¢t = o(|9y]). Henceforth

If oy satisfies (A.8]), then we can get a lower bound on the sum in ([2.23|) by restricting
to the ranges |z, |y| < A/Wx, which have probability 1 — o(1) by the first relation in (A.8).

For such values of z,y we have |z — y| < 24/ W, so the logarithm in the LHS of (2.23) is
bounded from below by

log (1 + 1+4Wf\?) > log 5WH

=logVLV—JIVV log5—logw— —o(|9n]), (A.9)

where the first inequality holds for large N because WJJ\? > Wy — oo, see ([2.19). This yields

the RHS of ([2.23)).

To get an upper bound, we fix £, — o0 with &y = o(|9y|) and we define the scale
Vy 1= Wy e ¥ = Wy e VN which is smaller than Wy. For |z — y| > /Vy, we can
bound from above the logarithm in (2.23) by log(1 + 1f‘1‘/’N) < log(1 + %) In case ‘L/—x <1

this is at most log2 = o(|¥y|), while in case {j—N > 1 we obtain the upper bound

log< > logW +ty + &y +log2 = log LN+0(|19N|),

which agrees with the RHS of (2.23). We are left with showing that the range |z —y| < 4/Viy
gives a negligible contribution of order o(|¥y]|) to the sum in (2.23)).
For fixed y, we apply the second relation in (A.8]) to estimate the sum over z in (2.23):

1
Z @N(w) log(l + 1+|Lx]iy‘2) < Wy Z log(l + 1+|x y\ )
xeB(y,\/W) meB(y,\/W)

<C‘/]\if log(l—i-‘L/—N%)dz
Wy Jjz1<1 NIz

for some C < o0, by Riemann sum approximation. Since % —e NV = o(1) by definition of
N

Vi, it remains to show that the integral is O(|0y]). If ‘L/—]]\‘/’ < 1 then the integral is at most
j log(1+ ;) dz = O(1) = (| ])
J2l<1 g
while 1f > 1 then, recalling that Viy = Wy eoonD , we can bound the integral by

qu log<% b%) dz = log % +0(1) = IOg% +o(|9y]) = O(9y]),

where the last equality holds by (2.18) and ([2.19)). The proof is completed. O

APPENDIX B. AUXILIARY PROOFS FOR HIGH MOMENTS BOUNDS

In this appendix, we collect the proofs of some results from Section [f
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B.1. ProoFr oF LEMMA . We can rewrite D[y], see (1.28)), as follows:

DIfl =5 3 |- wl f() flw). (B.1)

2
2z, WEZL

To prove ([5.4)), we first estimate

|zfzo|

ps 1= Z o(z) < e~ V2is Z o(2) VL < o V2Es <

|z—zg|>s4/L/2 27>

for s := 108ldc1) ,

V21

=

therefore p. :=1—p. = Z|27ZO|<S\/L—/2 o(z) = %. We now restrict the sums in the definition
(2.6) of Rr(p,¢) to |z — 2zo| < sa/L/2, |lw — 2| < s4/L/2: defining the probability mass
function ¢(z) := pgl ©(z) 1|z—z0\<sm and recalling (2.10)), we can write

Ry (0, ¢) = Rpplp,9) = 02 Rpp($,8) = p2 e log (1 + 55573 )

where we applied (B.1]) and Jensen’s inequality, since z — log(1 + %) is convex for z > 0.

Since D[] < p<> D[] < 2D[¢], the proof of (5.4) is complete.
In order to prove that ((1.30)) implies ([5.3), we first observe that

lelz = >3 w(2)* < lelge 35 (2) = lolg=, (B.2)

2 2
2€Z 2€7Z

since ¢ is a probability mass function. We next apply (5.4]), that we rewrite for convenience:

Rp(p,) = ¢ log (1 + 75577 - (B.3)
We now assume that ((1.30]) holds and we distinguish two cases:

o if D[] < 1 then Rp(p,p) > clog & by (B-3), while log(L [¢|2%) < log(L) by (B-2)
and [¢[,~ < 1, hence (5.3)) is satisfied;
o it D[p] > 1, then Ry (p,¢) > clog( 5f5) by (B3) and log(L [¢2) < log(crcaty)
by (B.2)) and (|1.30)), so (5.3) holds again.
The proof is completed. ]

B.2. PROOF OF LEMMA . Recalling (B.1)), by the (squared) triangle inequality
2

Iz —w|* < 2(|z — 2|* + |w — 2|”) and 2* < €® for z > 0, we can bound
L 2y, .2 c
Dly] < z— 22 0(2) < — el ol oy < 2L L
(] Z2| ol (=) < o 22 w(2) < o
z€Z z€Z
It then suffices to apply (5.4) to prove (5.7) with n = ¢ log (1 + 2(£i2c1)). O

B.3. PROOF OF LEMMA [5.4] We fix 3 > 0, L € N and a probability mass function ¢
satisfying (5.2)) and (5.5). By the first inequality in (2.16]), in view of (5.7)) and (1.32)), we

obtain
C
o4 E[Z],(0)°] < ﬁ” (B.4)

We are going to obtain a lower bound on E[Zﬁ /2(0)2] which will yield our goal (5.9).
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If aﬁRL < 1 then ) holds with ) = 0. We then assume aﬁRL 1, which lets us write

1

9
1_R7L

o5 Ry, = for a suitable 0 < =9(3,L) < Ry, . (B.5)

Our goal (5.9) is to show that ¥ < 9 for some 9 = 5(t,c17c3) € [0,00).

Let T,iL) be the random walk with P(TI(L) n) = R A 49, (0) T{1<n<ry- We can write
2 SN’ .
E[Z007 =14 200" X [lam-nn©®
k=1 O<ng<..<np<L/2i=1
V2 ko (L) S E[TlgL)]
=1+ kz_]l(aﬂRL) P(ry) <L/2) =1+ ;;1 o5Ry) (1 ~ ) .

Note that E[T,EL)] = kE[Tl(L)] = %Zﬁzlnqgn(O) < IfL a+L by (2.4). Restricting to
= e

< [ we then have E[r%) < L/4. Since 02R RL by (B.5) and —— > e” for
4 k BtL 1—x
0 <z < 1 we get
K K
1 1 2k .
E[Z] (0] = 5 2 o5RL)" > 5 YeMit  with K i=[g-Ry].
k=1 k=1
Applying Jensen we then obtain
9 K 9 K _9 9
E[Z§/2(O)2] > K iy w Xk > K ois > Ay s iQ I ;
2 2 Sa, o3 Sa,

where in the last inequality we used 05 R;, > 1. Recalling (B , we finally obtain

9 - 8
e+ < 8a, & , hence ¥ <0 := 8a, log* 20+ 5 ,
n
which completes the proof of (5.9)). O
B.4. ProoF ofF LEMMA |5.5. Recalling (5.10)), we denote by TIEL’)‘) the random walk
3 A
with step distribution P(Tl(L’/\) =n)=—-Le "¢, (0) Igy,..z3(n). Then we can write

RY

0 k
E[Zg/Q(O)z] =1+ Z (U%>k Z HQZ(ni—nl_l)(O)

k=1 0<ng<..<np<L/2i=1
0 i Y
>1+ ) (03) > He Ll Y Go(n,—n,_)(0)
k=1 0<ng<..<np<L/2i=1
0 . 0 E[r (L, )\)]
A A
— 14 Y @RV PN < L2) = Z 2R < —75/2 )
k=1 k=1



SINGULARITY AND REGULARITY OF THE CRITICAL 2D SHF 47

and note that E[TlgL”\)] = kE[Tl(L’)‘)] = RI&) 25:1 ne " ¢2,(0) < ﬁ a, L by (2.4). Note
L L

. 2 (N o k .
that assumption (5.11)) ensures that ogR;” <1. By >,,~ ko~ = (1j:x)2 we then obtain
2 »(A) 2
1 2 ogR 1 20, 0
R e e Pl (e )
1-2RY RV (1 62RVP 1 o2RD 1-o2RM
2
Note that assumption (5.11]) is equivalent to % < %, which proves (5.12)). O
YL
B.5. PROOF OF L}EMMA . Since 1 —e™ " > % for z > 1, recalling (2.4)) and bounding
ZZ - 1og , for A > 1 we can write
(,\) L in 1 L a
Ry RL_Z(l_e Z)QQn(O)gRL_i Z Q2n(0)<RL_7_log 1
n=1 _r3—1 [)\ L]
n=[A""L]
We finally note that
L L < L A A
s pd =\ — > — for L = X,
[A\™L] AN L+1 L+X 2
which completes the proof of ([5.13]). O
B.6. PROOF OF THEOREM . For the final relation ([5.16]), we simply note that
& {r, 2y h 1 h h 1'%
X max{r,= =
VO<z<l1l, h=2: 2:3 2 <<2+1_x>x2<e 12"

It remains to show that holds. This bound is already proved in [CCR23]|, though it
is not stated in this form. For this reason, in the next lines we state the needed results from
[CCR23l Section 4] and we put them together to deduce . The purpose is to provide a
roadmap for an interested reader to check that 1s a direct consequence of the results
in [CCR23|. We refrain from introducing the notation involved, see [CCR23| for details.

We start from |[CCR23, Theorems 4.8 and 4.11]: by equations (4.18)-(4.19) and (4.24)-
(4.25) with A = A/L, the following inequality holds:

E[(Z] (%) — E[Z] (2, 0)])"]| < (maxuq'*"“uzp)(maXHWq'Méq) zzbulk
~ (B6)
where

sy 3 ]l

I, LH{1,.,h}
with full support
and I;#I; 1, I;#% Vi

il } (IQLIW ) (110l 5 gl )™ (BT)

The terms in these expressions are defined in [CCR23| Section 4]. In a nutshell, W is a
weight functio and qM o \ch\,l denote suitable averages of the boundary conditions ¢, ¥
with respect to the random walk kernel, while Q and U denote linear operators acting on

tWe choose W = W, with t = t/+/L as in [CCR23, Remark 4.12].
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functions on (Z?)". We will next state estimates on each term in (B.6)-(B.7), taken verbatim
from |[CCR23|, which combined together will lead to ((5.15)).

We denote by 47, ?5, CK:;, ‘5: suitable constants. Let us first bound the terms in :

e by [CCR23| Proposition 4.19], equation (4.44) with r = 1 gives
h—1

(max a7 sl ) < 4% q o) 77 1 Jo e (B5)
e by [CCR23| Proposition 4.21|, equation (4.49) with w,(-) = e_%"l gives
(max [walf” )@hpuw»e—%*-'u [y 2|l (B.9)
T X 0f e e . .

Plugging these bounds into , we obtain the second and third line in 5 15]).
We next attach the factors p and q from and . ) to = ”blﬂk . To complete the
proof of (5.15) , recalling (5 , it suffices to show that for a suitable constant K;L) < w0

2
(pq) ™" (r) < (pql) max{r, 3} with I'= K,(f) S — (B.10)
1- O'% Rg‘)
We bound the terms in as followsﬂ
e by [CCR23| Proposition 4.23|, equation (4.45) gives
Qe < WG pa;
e by [CCR23| Proposition 4.24], equation (4.58) gives

~

oy h
o5R; <G
1— UﬁR(L )o1- O'/Z)Rg\)
e by [CCR23| Proposition 4.13], there is C'(h) < oo such that

N w Sh
Ul s gl < 1T+ %

h
VI, ..., 1. —{1,..., h} with full support: (h)" (aé )max{r’g} .

Overall, applying (B.7)) we can bound

> h r
—bu r Sh\r—1 C; r max{r,%
=) < (G () cy (o3)™
1-— JﬁRL
We increase the RHS replacing r by max{r, 2}, which shows that (B:10) holds with
i oh Jh
K = nét g om). (B.11)
This completes the proof. O
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