THE ASYMPTOTIC SMILE
OF A MULTISCALING STOCHASTIC VOLATILITY MODEL

FRANCESCO CARAVENNA AND JACOPO CORBETTA

ABSTRACT. We consider a stochastic volatility model which captures relevant stylized
facts of financial series, including the multi-scaling of moments. The volatility evolves
according to a generalized Ornstein-Uhlenbeck processes with super-linear mean reversion.
Using large deviations techniques, we determine the asymptotic shape of the implied
volatility surface in any regime of small maturity ¢ — 0 or extreme log-strike |x| —
oo (with bounded maturity). Even if the price has continuous paths, out-of-the-money
implied volatility diverges for small maturity, producing a very pronounced smile.

1. INTRODUCTION

The evolution of the price (St)¢>0 of an asset is often described by a stochastic volatility
model dS; = Si(pdt + o¢ dBy), where (By)¢>0 is a standard Brownian motion and (o) is
a stochastic process. A popular choice for (o¢)¢>¢ is a process of Ornstein-Uhlenbeck type:

do? = —c(o2) dt 4+ dL;, (1.1)

where (L;);>0 is a subordinator (i.e. a non-decreasing Lévy process) and ¢,y € (0,00)
are parameters, the usual choice being the case v = 1 when the mean reversion is linear,
cf. [BSOI]. This class of models is rich enough to reproduce many empirically observed
stylized facts, including heavy tails in the distribution of S; and clustering of volatility.
Another remarkable stylized fact is the so-called multi-scaling of moments [DO7), [DADO5),
GBPTDI6]. This refers to the fact that E[|Sy, — S;|7] ~ hA@ as h — 0, where the scaling
exponent is diffusive only up to a finite threshold, i.e. A(q) = ¢/2 for ¢ < ¢*, while for
g > ¢* an anomalous scaling A(q) < ¢/2 is observed. Interestingly, it was recently proved in
[DP15] that a stochastic volatility model with o, as in does not exhibit multi-scaling
of moments in the linear case v = 1; however, multi-scaling of moments does occur in the
super-linear case v > 1, if the Lévy measure of (Lt)¢>o has a polynomial tail at infinity.

It is natural to ask how stochastic volatility models with o; as in behave with respect
to pricing, when ~ > 1. This is a non-trivial problem, because the moment generating
function of S; typically admits no closed form outside the linear case v = 1. However, there
is a special limiting case which is analytically more tractable, defined as follows.

Consider a subordinator with finite activity: L; = ij;l Ji, where (INVy);>0 is a Poisson
process and (Ji)ren are i.i.d. non-negative random variables. In this case equation can
be solved pathwise, i.e. for any fixed realization of (L¢):>0, because between jump times of
the Poisson process (IV¢)¢>0 it reduces to the ordinary differential equation

d(o?) = —c(o?) dt, (1.2)
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which admits explicit solutions. The point is that, when v > 1, one can let the jump size
diverge Ji, — oo and (o4)i>p converges to a well-defined limiting process, which explodes
at the jump times of the Poisson process and solves between them (see Figure .
For v > 2, this limiting process (o¢)¢>0 has square-integrable paths and can therefore be
used to define a stochastic volatility model.

In this paper we focus on this stochastic volatility model, which was introduced in
[ACDPI12| (in a more direct way, see Section [2)) and was shown to display several interesting
features, including multi-scaling of moments, clustering of volatility and the crossover in
the log-return distribution from power-law (small time) to Gaussian (large time). We are
interested in the price of European option and in the corresponding implied volatility.

We stress that, besides its own interest, our model retains a close link with the general
class of stochastic volatility models dS; = Si(pudt + o, dB;) with oy as in with v > 2.
For instance, option price and implied volatility of our model provide an upper bound for
all models in this class with a finite activity subordinator (Li)i>o (see .

Our main results are sharp estimates for the tail decay of the log-return distribution
(Theorem [4.1)), which yield explicit asymptotic formulas for the price of European options
(Theorem and for the corresponding implied volatility surface (Theorem . Let us
summarize some of the highlights, referring to §3.4 for a more detailed discussion.

e We allow for any regime of either extreme log-strike |x| — oo (with arbitrary bounded
maturity ¢, possibly varying with ) or small maturity ¢ | 0 (with arbitrary log-strike
Kk, possibly varying with ¢). This flexibility yields uniform estimates for the implied
volatility surface oimp(k,t) in open regions of the plane (k,t), cf. Corollary .

e We show that out-of-the-money implied volatility diverges for small maturity, i.e.
Timp (K, t) — 00 as t | 0 for any k # 0, while 6imp(0,t) — 0o < oo (see Figure[2). This
shows that stochastic volatility models without jumps in the price can produce very
steep skews for the small-time volatility smile, cf. [Gat06l Chapter 5, “Why jumps are
needed”]. What lies behind this phenomenon is the asymptotic emergence of heavy
tails in the small-time distribution of the volatility. Interestingly, the same mechanism
is responsible for the multi-scaling of moments.

e We obtain the asymptotic expression oimp(k,t) ~ f(k/t), for an explicit function f(-)
of just the ratio (k/t), in a variety of interesting regimes (including ¢ | 0 for fixed
k # 0, and || — oo for fixed ¢t > 0). In we provide a heuristic explanation for
this phenomenon, which is shared by different models without moment explosion.

The moment generating function of our model admits no closed formula, but is still
manageable enough to derive sharp tail estimates, cf. Theorem These are based on
large deviations bounds for suitable functionals of a Poisson process, which might be of
independent interest (see Corollary and Remark . From these estimates, we derive
asymptotic formulas for option price and implied volatility using the general approach in
[GL14] and [CC14], that we summarize in and §8.1]

The paper is organized as follows.
e In Section 2] we define the model and we set up some notation.

e In Sections [3] and [] we present our main asymptotic results on implied volatility,
option price and tail probability, with a general discussion in

e In Section [5| we prove some key moment estimates, which are the cornerstone of our
approach, together with some large deviations results for the Poisson process.
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(a) Volatility (ot)t>0 (B) Time change (It)i>0

FIGURE 1. Paths of the time change and of the spot volatility process

e The following sections [f] [7] and [§] contain the proof of our main results concerning tail
probability, option price and implied volatility, respectively.

e Finally, some technical results have been deferred to the Appendix [A]

2. THE MODEL

In §2.1] we recall the definition of the process (Y;):>0, introduced in [ACDP12], for the
de-trended log-price of a financial asset under the historical measure. In we describe
its evolution under the risk-neutral measure (switching notation to (X¢)s>o for clarity) and
in we define the price of a call option and the related implied volatility.

2.1. The historical measure. We fix four real parameters 0 < D < %, V>0, A>0and
7o < 0, whose meaning is discussed in a moment. We consider a stochastic volatility model
(Y2)t>0, with Yy := 0, defined by

dYVt = O¢ dBt, (21)

where (Bt)>0 is a Brownian motion and (0¢):>0 is an independent process, built as follows:
denoting by (N¢)i>0 a Poisson process of intensity A (independent of (Bi);>¢) with jump
times 0 < 11 <7 < ..., we set

V2D AD—3

o =C——m———, where Ci= ———, (2.2)
and T'(a) := [;°2* te~*dz is Euler’s gamma function. Note that 7y, = max{r, : 7 <t}
is the last jump time of the Poisson process before t, hence the volatility o; diverges at the
jump times of the Poisson process, which can be thought as shocks in the market. We refer

to Figure [I] for a graphical representation.
We can now describe the meaning of the parameters:

e )\ € (0,00) represents the average frequency of shocks;

e D e (0, %) tunes the decay exponent of the volatility after a shock;
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e IV € (0,00) represents the large-time volatilityﬂ because (see Appendix i

T 2.
v = lim /E[?): (23)
e 79 € (—00,0) tunes the initial volatility o, since
)\D_% V 1
00 =cV2D (—m)P 2 = 2 ()P 2. 2.4
0 (—70) T@D) (—70) (2.4)

Given this correspondence, one can use og as a parameter instead of ToH

As discussed in [ACDP12], the process (Y;):>0 in (2.1) can be represented as a time-
changed Brownian motion: more precisely,

t
Y, =Wy, with I .= / o2ds, (2.5)
0

where (W})>0 is another Brownian motion, independent of (I;)¢>0. It follows by (2.2)) that
for t € [y, Tpy1] one has I, — I, = c2(t — 73,)?P, cf. (2.2)), hence

Nt
I = C2{(t — )P = (=) + ) (- Tkl)w} : (2.6)

k=1
with the convention that the sum in (2.6)) is zero when N; = 0 (see Figure [1).
Remark 2.1. In the limiting case D = % one has oy = V and I; = V?¢, hence our model

reduces to Brownian motion with constant volatility: Y; = V By = Wy2;. We exclude this
case from our analysis just because it has to be treated separately in the proofs.

2.2. The risk-neutral measure. We are going to consider a natural risk-neutral measure,
under which the price (S)¢>0 evolves according to the stochastic differential equation

d78t = 0¢ dBt 5 (27)
S

where oy is the process defined in . As a matter of fact, there is a one-parameter class of

equivalent martingale measures which allow to modify the value of the parameter A € (0, 00)

freely (see Appendix . Here we assume to have fixed that parameter, and still call it A.
Let us denote by (X¢)i>0 the log-price process under the risk-neutral measure:

X :=log S,
with X =0, i.e. Sp = 1. It follows by (2.7) that dX; = o, dB; — %af dt, hence
1
Xe=Wp, — §It7 (2.8)

where the process (I3)¢>0, cf. (2.5))-(2.6]), is independent of the Brownian motion (W;)¢>o.
As a consequence, the price (S;):>0 is a time-changed geometric Brownian motion:

Sy = Xt = Wzl (2.9)
Representations ([2.8)), (2.9) are so useful that we can take them as definitions of our model.

"The constant ¢ in was called o in [ACDP12| and used as a parameter in place of V' (note that ¢
and V are proportional). Our preference for V' is due to its direct meaning as large-time volatility, by .

#We point out that in [ACDPI12] the parameter —7o was chosen randomly, as an independent Exp())
random variable (just like 71, 72 — 71, 73 — 72, ...). With this choice, the process (¢t — 7n,)i>0 becomes
stationary (with Exp()\) one-time marginal distributions), hence the volatility (o¢):>0 is a stationary process
too, by . In our context, it is more natural to have a fixed value for the initial volatility.
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Definition 2.2. The log-price (Xi)i>0 and price (St)i>0 processes, under the risk-neutral
measure, evolve according to (2.8) and (2.9) respectively, with (It)i>o defined in (2.6).

2.3. Option price and implied volatility. The price of a (normalized) European call
option, with log-strike £ € R and maturity ¢ > 0, under our model is

c(k,t) := E[(S; — e®) ] = E[(eX* — e®)T]. (2.10)

We recall that, for a given volatility parameter o € (0, 00), the Black&Scholes price of a
European call option equals Cgs(k, ov/t), where

1—ef)t if v=0,
Cos(r,0) = Bl(eWer 37— eryr = J =) e (211)
(I)(dl) — 6“@(d2) ifv>0,
where
v gt K v K v
d(x) := dt dyi=——+ - doi=————. 2.12
R R R e e
Since ®(—x) =1 — ®(z), the following symmetry relation holds:
Cgs(—k,v) =1—e "+ e "Cgs(k,v). (2.13)

Definition 2.3. Fort >0 and k € R, the implied volatility cimp(k,t) of our model is the
unique value of o € (0,00) such that c(x,t) in ([2.10) equals Cgs(k, /1), that is
c(k,t) = Cgs (K, Timp (K, 1) V1) . (2.14)

Recalling (2.9), since (I;);>0 is independent of (W:):>0, the call price ¢(k,t) in (2.10)
enjoys the representation

c(k,t) = E[Cgs(r, U)‘v:\/ﬂ] , (2.15)

known as Hull-White formula [HWS8T7]. As a consequence, the symmetry relation ([2.13])
transfers from Black&Scholes to our model:

c(—k,t) =1—e "+ e "c(k,t). (2.16)
Looking at , it follows that the implied volatility of our model is symmetric in k:
Timp(—K,t) = Timp(k, ). (2.17)
As a consequence, in the sequel we focus on the regime x > 0.

Remark 2.4. Properties (2.15)-(2.16))-(2.17)) hold for any stochastic volatility model ([2.7))
for which the volatility (o¢):>0 is independent of the Brownian motion (By)>0, because any
such model enjoys the representation (2.9), with (I;);>0 defined as in (2.5) (cf. [RT96]).

3. MAIN RESULTS: IMPLIED VOLATILITY

In this section we present our main results on the asymptotic behavior of the implied
volatility oimp(k,t) of our model. We allow for a variety of regimes with bounded maturity.
More precisely, we consider an arbitrary family of values of (k,t) such that

either t — ¢ € (0,00) and Kk — 0o,  or ¢t — 0 with arbitrary x > 0. (3.1)

Allowing for both sequences ((£n, tn))nen and functions ((ks, ts))se[o,00), We omit subscripts.
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We agree with the conventions N := {1,2,3,...} and Ny := NU{0}. We are going to use
the following asymptotic notations, for positive functions f, g:

f~g fKg [f>g — g — 1, g — 0, g — oo respectively, (3.2)
1
f=g = log f ~logg, ie. 08 f — 1. (3.3)
log g

3.1. Auxiliary functions. We introduce two functions ki, k2 : (0,1) — (0, 00) by

k1(t) == Vty/log 1 ka(t) == tP/log 1 (3.4)

which will act as boundaries for k, separating different asymptotic regimes as ¢t — 0. Recall
that D determines the decay exponent of the volatility after a shock (cf. (2.2))), and note
that K1 (t) < ka(t), because D < 3 by assumption.

Remark 3.1. We point out that ki(t) is the same scaling considered by Mijatovi¢ and
Tankov in the paper [MT16|. For exponential Lévy models with jumps, they show that

) . [MTT6] _ a
for a € (0,00) : %g}% Timp (ak1(t),t) = max {a, P } )
where o is the volatility of the Brownian component and « is the activity index of the
positive jumps of the Lévy process (see equation (1.1) in [MT16]). Our model is quite
different —it has jump in the volatility, not in the price— but, remarkably, it exhibits
similar features: by formulas (3.9)) and (3.10) below

for a € (0,00) : }g% aimp(a nl(t),t) = max{ao, \/Q;ﬁ} )

Note that k ~ aki(t) is the regime when the tail probability of Brownian motion is
polynomial in ¢, since P(W; > k) =< exp(—#2/(2t)) = t°/2. The probability that a Poisson
process has k jumps in the interval [0,] is also polynomial in ¢, namely O(t*). These con-
siderations suggest that k ~ a k1(t) is a “transition regime”, when the Brownian component
and the jumps (in the price for [MT16], in the volatility for us) have comparable effects.

We also define an auxiliary function f : (0,00) — R by

a2

f(a) := 7711116%{{1O fm(a), with  f,(a) :=m+ 312D (3.5)
We point out that the minimization can be performed explicitly (see Appendix [A.3)). In

particular, the function f is continuous, strictly increasing and satisfies

2
a
14+ — asal0 1/2
1-D)i-p
f(a) ~ 2 ) , with C:= ( )11/2_D (3.6)
/2=D _1 (l _ D) 1-D
((I—D) =D C)alfD as a T 0o 2

3.2. Implied volatility. The next theorem, proved in Section |8 is our main result. It
provides a complete asymptotic picture of the implied volatility in any regime of small
maturity and/or large strike (see Figures [2| and . The corresponding asymptotic results
for the tail probability P(X; > k) and for the option price ¢(k, t) are presented in Section .
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Theorem 3.2 (Implied volatility). The implied volatility cimp(k,t) diverges in the small
maturity regime t — 0 as soon as kK > "51(00 t) (in particular: for any fized k # 0, i.e. out
of the money). More preczsely, consider a family of values of K t) with Kk > 0, t > 0. We

recall that f(-) is defined in and c, og, C are defined in (2.2)), (2.4), (3.6).

(a) If t >t € (0,00) and Kk — o0, orzft—>0and/i>>ng(c1/D t) (e.g., k — R € (0,00]),

1/2-D
K 1-D
cl/D Cl/Dt
log /Dy
(b) If t = 0 and Kk ~ aka(c/Pt), for some a € (0,00),
A 1 1/D ¢
Timp (K, 1) ~ VA n , where oy := & (3.8)

2(g1a) K1(At) log(\t)

(One could actually replace f(or a) by f(a), because limy_g 0 = 1, but keeping o; gives
better approzimations of the true implied volatility, when c'/P and \ are different.)

(c) If t = 0 and V2D + 1 k(03 t) < k < ka(c 1/Dt),

(ki) ~ VA K where log (r/k2(c'/P t))
imp 1) 2(1 — &(k)) k1(At)’ here &4(r) = log(At) ’

(3.9)

and note that & (k) € [0, % — D] for k in the range under consideration.
(d) Finally, if t = 0 and 0 < k < 2D + 1Ky (03 t),
Uimp(/i t) ~ 0g. (3.10)

Let us give a qualitative description of Theorem 3.2 . Recall (| , and note that
k1(t) </t and ka(t) < tP. If we fix ¢t > 0 small and increase x € [0 oo) we can describe
the implied volatility oimp(,t) as follows (cf. Figure [2)):

® Oimp(K,t) ~ og is roughly constant from k= 0 up to k < v/t, cf. (3.10);
e then oimp(k,t) < K/v/t grows linearly from s < v/t up to x < tP, cf. (3.9);

e then oimp(k,t) < (H/t) grows sublinearly from x < tP to k = oo, cf. (3.7), with an
1/2

exponent v = that can take any value in (0, 2) depending on D.

We stress that formula O’lmp(lﬁ t) < (k/t)Y holds also as t | 0 for fixed k > 0.

Remark 3.3. In Theorem 3.2} the maturity ¢ enters the functions k1 (-), k2(-) only through
the dimensionless quantities \t, J%t and c/Pt, which do not depend on the unit in which
the maturity is measured. This is relevant for the accuracy of our formulas, cf. Figure 3]
(Note that both k1 (t) and Kk (t) contain the term log +: even though log 3 ~ log + as ¢t — 0,
for non-zero values of ¢ there can be an important difference between log % and log %)

Remark 3.4. The four relations (3.7)), (3.8), (3.9) and (3.10) match at the boundaries of
the respective intervals of applicability:

e relation (3.9) reduces to (3.10) for k = V2D + 1 k1 (0 t);
e relation (3.8) reduces to (3.9) as a — 0, by (3.6);
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0.0

FIGURE 2. A plot of the implied volatility surface cimp(k,t) of our model,
obtained by Monte Carlo simulations, for maturity ¢ € {1,...,60} days and
log-strike k € [—0.5,0.5] (for graphical clarity, only odd days are drawn).
We refer to the caption of Figure E’l for the choice of parameters.

e relation matches with as a — oo. In fact, plugging a = k/ka(c'/Pt) in
, and using the asymptotic relation as a — 0o, relation becomes
K L2
cl/b /D¢
Uimp(’fa t) ~ 9C >
(1 - D)log 5=

and note that, for k ~ a ky(c'/Pt), one has (1 — D) log & ~ log <757 ast — 0.

Remark 3.5. In the limiting case D =  (that we exclude from our analysis) one has
op=c=V,cf (2.2) and (2.4), and the minimum in (3.5) is attained for m = 0 (we adopt
the convention 0° := 1), so that f(a) = fo(a) = % As a consequence, relations (3.7)), (3.8)
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FIGURE 3. Comparison between the true implied volatility oimp(%,t) of our
model (circles, Monte Carlo) and the asymptotic formulas in Theorem [3.2
(solid lines), for maturity ¢ € {1,...,60} days and log-strike x as specified in

each caption (only odd days are drawn). Formulas (3.7)), (3.8), (3.9), (3.10]
are plotted in figures @ respectively.

We have fixed “typical” values of the parameters D = 0.16, A = 1073,
V = 1072 (close to those estimated in [ACDP12| on the Dow Jones Industrial
Average time series) and 79 = 1/\ = 103 (equivalently, o9 ~ 6 - 1073, cf.
(2.4) and figure |@g, which yield c!/P ~ 1076, f. (2.2).

(The irregular behavior of the top circles in figure due to Monte Carlo
numerical inaccuracies, caused by the large values of k.)

The plots were generated using the software R [R]. The code is available on
the web page http://www.matapp.unimib.it/“fcaraven/c.htmll
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and (3.10) reduce to oimp(k,t) ~ V, in perfect agreement with the fact that for D = % our
model becomes Black&Scholes model with constant volatility V, cf. Remark [2.1||'}

3.3. On generalized Ornstein-Uhlenbeck processes. Let us denote the set of jump
times of the Poisson process (N¢)i>o by T := {t € [0,00) : N; = N;— + 1}. Observe that oy
in ([2.2)) solves the following differential equation, for any ¢ & T

1-2D 2-2D

d(UtZ) = —0(67,52)7 dt, where ci— —— 7 ~

, =T 3.11
(2Dc2)ﬁ 1—2D (3.11)

while for ¢ € T one has o; = co. (Incidentally, note that v € (2,00), since D € (0,1).)

Consider a compound Poisson process L; = Z,]j;l Ji with non-negative jump variables
(Ji)ken. If we denote by (0¢)i>0 the solution of equation , with o9 = op and with the
same parameters ¢,y as in , it follows that o; solves the same equation as oy,
for t € T. Since 04 < 04 = oo for t € T, a monotonicity argument shows that

~ t t
Yt >0: o < oy and I = / 53 ds < / 03 ds =: I;. (3.12)
0 0

Let us now consider a stochastic volatility model (gt)tzo solving dgt = 0y gt dB;, where
the Brownian motion (B¢)¢>0 is independent of (7¢):>0. Denoting by ¢(k,t) and Gimp (K, t)
the corresponding call price and implied volatility, the following bounds hold:

VkeR, t>0: c(k,t) < c(k,t) and Timp (K, t) < Oimp (K, 1) . (3.13)

These follow by (3.12)) in conjunction with (2.14) and (2.15)), using the monotonicity of the
Black&Scholes price Cgs(k,v) in the volatility v.

We have shown that option price ¢(k,t) and implied volatility oimp(%,t) of our model
give an upper bound for the corresponding quantities of any stochastic volatility model, with
volatility evolving as in , with v > 2 and with a subordinator with finite activity. In
other terms, our model provides the most extreme volatility profile in this class of models.
This information could be useful, e.g., when matching an observed smile with a model in
this class, to get a priori bounds on the mean-reversion exponent v = %:gg in .

In order to improve the upper bounds , and possibly to obtain matching lower
bounds, information from the jump variables Ji needs of course to be used. Extending our
results to the general class of models in with a finite activity subordinator does not

appear out of reach, since many of the techniques we use are quite robust (see Section .

3.4. Discussion. We conclude this section with a more detailed discussion of Theorem [3.2]
highlighting the most relevant points and outlining further directions of research.

Joint volatility surface asymptotics. In Theorem we allow for arbitrary families of
(k,t), besides the usual regimes k — oo for fixed ¢, or ¢ | 0 for fixed k. Interestingly, this
flexibility yields uniform estimates on the implied volatility surface in open regions of the
plane, as we now show. Recalling , for T, M € (0,00) we define the region

Ar = {(fi,t) ER?*: 0<t<T, k> Mng(cl/Dt)}.

TNote that relation (3.9) does not apply for D = %, because in this case k1(-) = k2(+) and consequently
there is no & for which v/2D + 1 k1 (03 t) < k < Kka(c/Pt).
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Corollary 3.6 (Joint surface asymptotics). Fiz T > 0. For every € > 0 there exists
M = M(T,e) > 0 such that for all (k,t) € Arm

1/2—D 1/2—D
1/D K P 1/D K P
-y S | = < Gip( ) < (L4 e |
10g Cl/Dt 10g Cl/Dt
(3.14)

Proof. By contradiction, assume that for some T',e > 0 and for every M € N one can find
(k,t) € Apar such that relation fails. We can then extract subsequences M,, — oo
and (Kn,t,) € A, such that ¢, — t € [0,T]. The subsequence ((kn,tn))nen satisfies
the assumptions of part in Theorem if £ > 0, then k,, — oo, while if ¢ = 0, then
K > ko(c/Pt,), because (kp,t,) € Ar ar, and M, — oco. However, relation fails by
construction and this contradicts Theorem [3.2] O

Small-maturity divergence of implied volatility. Relation shows that, for fixed
k > 0, the implied volatility diverges as t | 0, producing a very steep smile for small
maturity. This is typical for models with jumps in the price [AL12], but remarkably our
stochastic volatility model has continuous paths. What lies behind this phenomenon is the
very same mechanism that produces the multi-scaling of moments [ACDP12], i.e., the fact
that the volatility o, has approzimate heavy tails as t | 0.

In order to give an explanation, we anticipate that, under mild assumptions, option
price and tail probability are linked by ¢(k,t) < P(X; > k) as t | 0 for fixed k > 0 (see
Theorem |7 . 2| below). In the Black&Scholes case Cgs(x,0v/t) < exp(—+~?2/(20°t)), hence by
Definition [2.3] it follows that implied volatility and tail probability are linked by

K

V2t (—1logP(X; > K))

This relation shows that oimp(k,t) stays bounded as t | 0 when —log P(X; > ) ~ C/t for
some C' = C(k) € (0,00), as in the Heston model [JFL12].
This is not the case for our model, where —logP(X; > k) < 1/t. In fact, by ,
= Wr(1+ (1)) as t | 0 hence X; ~ Wy, is approximately Gaussian with a random
variance [ = fo o2 ds, which yields P(X; > ) < E[exp(—#2/(21I;))]. Although E[I;] = O(¢),
the point is that It can take with non negligible probability atypically large values, as large
as tP/(1=P) > ¢ and this affects P(X; > k). More precisely, by below we can write

(3.15)

O'imp(li,t)

D+o(1)

P(li>trr) = et ™
where ¢ € (0,00) (the logarithm in (5.4) is absorbed in the o(1) term). This leads to

w2 D

P(X, > k) < E[e—ﬂ >e %t TP

P(It S 4T D) > e_c/t7%+o(1)

for some ¢’ € (0, 00). Plugged into (3.15)), this estimate gives the ¢-dependence in (3.7)), apart

from logarithmic factors (we refer to relation below for a more precise estimate).
Atypically large values of I; are also the source of multi-scaling of moments. By Xy ~ W7,

ast — 0, cf. ([2:8), we get E[|X¢|9] ~ cE[|W,|9] = cE[W{] E[(1;)%?]. The typical values of

I; are of order ¢, which would suggest the usual diffusive scaling E[|X¢|9] ~ (const.)t%/2.

However, since I; > c2(t — 71)2P > c2(t/2)?P = ¢1 t*P when 11 < t/2 (see below),

E[(I)"?] > c1 (12P) P P(my < 1/2) > eotP9TT
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which yields the anomalous scaling E[|X;|?] > (const.)tP4t1 > 19/2 for ¢ large enough

(more precisely ¢ > ¢* := 1/(3 — D)). We refer to [ACDP12] for more details.

On a “universal” asymptotic relation. In the regime when (3.7) holds, the implied
volatility oimp(k,t) is asymptotically a function f(x/t) of just the ratio (x/t). This feature
appears to be shared by different models without moment explosion (with the function

f(-) depending on the model). For instance, in Carr-Wu’s finite moment logstable model
[CW04], as shown in [CCI14, Theorem 3.1],

2—«
K T 2(a-1)
Oimp(K,t) ~ Bq (t) for k> tY/,

where B, is an explicit constant. Another example is provided by Merton’s jump diffusion
model [M76] for which, extending [BE09], we showed in [CC14, Theorem 3.4| that

S [
t
2v/2 \/log 7
To understand heuristically the source of this phenomenon, note that oimp(k,t) ~ f(k/t)
means in particular that oimp(2k,2t) ~ oimp(k,t), which by (3.15) translates into

P(Xy > 2k) < P(X; > k)2, (3.16)

Tinp (s t) ~

for k> 4/log - .

If the log-price increments are approximately stationary, in the sense that P(X; > k) =<
P(X9 — X > k), the previous relation can be rewritten more expressively as

P(Xy > 2k) = P(X; > k) P(Xo; — X; > k). (3.17)

This says, heuristically, that the most likely way to produce the event { Xo; > 2k} is through
the events {X; > k} and {X2: — Xt > s}, which are approximately independent.

Relation holds indeed for our model, see below, as well as for Carr-Wu and
Merton models, in the regime when & is large enough, depending on ¢ (and on the model).
On the other hand, relation typically fails for models with moment explosion, such
as the Heston model, for which the implied volatility oimp(k,t) is not asymptotically a
function of just the ratio (k/t), cf. [CC14) §3.3].

Comparison with other models. In the recent literature, other models with continuous
paths with a steep implied volatility smile close to maturity have been considered.

In [GJR14], Guennoun, Jacquier and Roome use large deviations techniques to compute
the asymptotic behaviour of the implied volatility for the fractional Heston model, both
close to and far from maturity. As for our model, they prove that in the small maturity
regime it is possible to obtain an implied volatility of order ¢t~ for every v € (0, %) A
drawback of fractional volatility models is the fact that, due to the dependence on the past
of the fractional Brownian motion, they are not Markov. On the contrast, our model is
Markovian, which can be an advantage for pricing purposes.

In [JR15], Jacquier and Roome suggest a simple generalization of the Black&Scholes
model, obtained by plugging in a random initial volatility instead of a deterministic one.
In the special case when the initial volatility is distributed as the solution, at some time
7 > 0, of the CEV stochastic differential equqtion dY,, = ¢ Y/ dB,,, they obtain the explicit
asymptotic behavior of the implied volatility close to maturity, which displays steepness of
the smile. An advantage of our model is that we do not need to introduce a random initial
volatility —although we could also do it— to produce the steepness of the smile for small
maturity, but we can work with a fixed initial volatility, as it is more customary.
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Further directions of research. The tail probability asymptotics in Theorem [.1] below
include the regime ¢ — oo, which is however excluded for the implied volatility asymptotics
in Theorem (and for the option price asymptotics in Theorem [4.3|below). This is because
we rely on the approach in [CC14], recalled in below, which assumes that the maturity
is bounded from above, but extension to unbounded maturity are certainly possible with
further work. For general results in the regime ¢ — oo, we refer to [Te09].

It should also be stressed that our model has a symmetric smile oiyp(—~,t) = Oimp(K, t),
a limitation shared by all stochastic volatility models with independent volatility (recall
Remark . To produce an asymmetry, one should correlate the volatility with the price
(leverage effect). In the framework of our model, this can be obtained e.g. introducing jumps
in the price correlated to those of the volatility. This possibility is investigated in [C15].

4. MAIN RESULT: TAIL PROBABILITY AND OPTION PRICE

In this section we present explicit asymptotic estimates for the option price c(k,t) and
for the tail probability P(X; > k) of our model. Before starting, we note that the following

convergence in distribution follows from relations (2.8)) and (2.6) (see §6.1)):
— —— 00 W1 s (4'1)

where o is the constant in ([2.4)

4.1. Tail probability. For families of (k,t) satisfying , we distinguish the regime of
typical deviations, when P(X; > k) is bounded away from zero, from the regime of atypical
deviations, when P(X; > x) — 0. The former regime corresponds to t — 0 with k = O(v/t)
and the (strictly positive) limit of P(X; > ) can be easily computed, by (4.1).

On the other hand, the regime of atypical deviations P(X; > k) — 0 includes t — 0 with
k> +Vtandt — t € (0,00) with K — oo, and also t — oo with x > t (not included in
(3.1)). In all these cases we determine an asymptotic equivalent of log P(X; > k) which,
remarkably, is sharp enough to get the estimates on the implied volatility in Theorem [3.2]
We refer to for more details, where we summarize the general results of [CCI14]
linking tail probability, option price and implied volatility.

The following theorem, on the asymptotic behavior of P(X; > k), is proved in Section |6
Note that items (@, and correspond to atypical deviations, while the last item
corresponds to typical deviations. We recall that x1(-) and ko(-) are defined in (3.4)).

Theorem 4.1 (Tail probability). Consider a family of values of (k,t) with k > 0, t > 0.

(a) If t — oo and x> /Pt orif t - t € (0,00) and K — oo, or if t — 0 and
K> Ko(c/Pt),

1 1/2—D

K i-D K 1-D
where the constant C is defined in (3.6)).
(b) If t — 0 and V2k1(03t) < k < M kao(ct/Pt), for some M < oo,

f log(c!/ ”) log — (4.3)

g)\ta

log P(X ~ —f —
og P(X; > k) (I{,Q(Cl/Dt) log(\t)

where f(+) is defined in (3.5).
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(¢) If t = 0 and vVt < k < V2k1(0} 1),

log P(X; > k) v Lm ) e ]
°8 L= 203t 2\ ki(cdt) Ogagt'

(d) Finally, if t — 0 and K ~ a\/a2t for some a € [0, 00),
P(X;> k) > 1—®(a) >0, (4.5)
where ®(-) is the distribution function of a standard Gaussian, cf. ,
Remark 4.2. Observe that item (]ED in Theorem can be made more explicit:

o if t = 0and K ~ aro(c/Pt), for some a € (0,00),

_ 1 _ log(c!/P ¢
logP(X; > k) ~ —f(a) log R where a:=a olgo(gc(/ht)); (4.6)
o if t = 0and V2ri(03t) < Kk < Ka(c/Pt),
1
logP(X; > k) ~ —log — (4.7)

At
because f(0) = 1 by (3.6]).

4.2. Option price. We finally turn to the option price c(k,t). As we discuss in §8.1]
sharp estimates on the implied volatility, such as in Theorem can be derived from the
asymptotic behavior of logc¢(k,t) if x is bounded away from zero, or from the asymptotic
behavior of log(c(k, t)/k) if & — 0. For this reason, in the next theorem (proved in Section|7)
we give the asymptotic behavior of log ¢(k,t) and log(c(k,t)/k), expressed in terms of the
tail probability P(X; > k) (whose asymptotic behavior can be read from Theorem (4.1)).

Theorem 4.3 (Option price). Consider a family of values of (k,t) with k >0, t > 0.

(@) If t >t € (0,00) and k — o0, orif t = 0 and k — & € (0, 00],

log c(k,t) ~ logP(X: > k). (4.8)
(b) If t = 0 and k — 0 with k> /o3 t, excluding the “anomalous regime” of next item,
log (c(k,t)/k) ~logP(X; > k). (4.9)

(c) If t = 0 and V2D + 1k1(0dt) < k < ka(c/Pt) (“anomalous regime”),

Ko (ct/Pt) 1
1 t ~log ———= —log —. 4.10
og (e(r, t)/K) ~ log —— 0g 1= (4.10)
(d) If t = 0 and K ~ a\/ojt for some a € (0,00),
t

C(’Z) —~D(a),  with D(z):= “’f) — ®(—a), (4.11)

where ¢(-) and ®(-) are the density and distribution function of a standard Gaussian.

(e) Finally, if t = 0 and rk < /o3t (including k =0),

c(k,t) ~ 22Vt (4.12)

Ver
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5. KEY LARGE DEVIATIONS ESTIMATES

In this section we prove the following crucial estimate on the exponential moments of the
time-change process Iy, defined in ([2.6). As we show in the next Section @, this will be the
key to the proof of relation (3.7)) in Theorem . We recall that c is defined in (2.2]).

Proposition 5.1. Fiz a family of values of (b,t) with b >0, t > 0 such that

either t — t € (0,00] and b — oo, or t =0 and —<——— — 00. (5.1)
7o log ¢
Then the following asymptotic relation holds:
log B[] ~ C (/P t) b2 (logh) 20", with ~ C = (2D)2p(1—2D) 20 . (5.2)

From this one can easily derive Large Deviations estimates for the right tail of I.
Corollary 5.2. Consider a family of values of (k,t) with k > 0, t > 0 such that

either t — 0 and k> t?P,
ort—te (0,00) and Kk — o0, (5.3)
ort— 0o and Kk > t.

Then the following relation holds:

1
]_ K 1-2D K

Remark 5.3. Recalling ([2.6)), the time-change process I; can be seen as a natural additive
functional of the inter-arrival times 7, — 71 of a Poisson process:

Ny

Li=g(t—7n,) — 9(=70) + > 9(mk — 1), (5.5)
k=1

with the choice g(x) := c?2?”. Remarkably, Proposition and Corollary continue to
hold for a wide class of functions g(-), as it is clear from the proofs: what really matters
is the asymptotic behavior g(x) ~ c22?P as x | 0. (Also note that the value of 7y in
plays no role in Proposition and Corollary so one can set 79 = 0.)

Proof of Corollary (sketch). The proof is completely analogous to that of Theorem
in Section [6] to which we refer for more details. Let us set

1 2D
(T <10 L) so that Jut _ (L> 2 (lo L)
Trt = (c1/D ¢)2D & cl/D¢) > x  \cl/Dy¢ g cl/D¢)

By (b.3)), the family (¢,b) with b := =% satisfies (5.1]). Then (5.2)) yields, for a > 0,

1-2D
1 ~(1—-2D\ 2D
logE (exp <a Vo, t)) ~ A(a) Yz where Ala) :=C ( 5D ) azp
K

with C defined in (5.2). By the Giértner-Ellis Theorem [DZ98, Theorem 2.3.6] we get

1
logP(lz > x) ~ =Yt I(2), (5.6)

)

In principle one should compute A(«) for all & € R in order to apply the Gértner-Ellis Theorem, which
yields a full Large Deviations Principle. However, being interested in the right-tail behavior, cf. (5.4)), it is
enough to focus on « > 0, as it is clear from the proof in [DZ98| Theorem 2.3.6].
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where I(-) is the Fenchel-Legendre transform of A(-), i.e. (for z > 0)

I(x) := (s)lgé {Ozx — A(Oz)} = (dx — A(d)) ‘aIEIQDD (%x) 2D
_2D 1 1 _1
2D 2D\ 1—2D ~ (2D )\ 1—2D 1 2D x\ 1-2D r1-2D
1-2D (C) <c) ] (Cw) 1-2D
Setting = 1 in (5.6) yields (5.4). O

5.1. Preliminary results. We start with a useful upper bound on I; (defined in )
Lemma 5.4. For all t > 0 the following upper bound holds:

I <odt + ENT2PD (5.7)
where the constants og and ¢ are defined in and .

Proof. Since (a+b)*P —p?P < 2D y?P~1 g for all a,b > 0 by concavity (recall that D < 1),
on the event {N; = 0} we can write, recalling (2.6) and (2.4)),

I = CQ{(t — T())QD — (—’7’0)2D} <c22D (—7‘0)2[)_1 t = 08 t, (5.8)
proving (5.7)). Analogously, on the event {N; > 1} = {0 < 71 <t} we have

Ny
It = c2{(7'1 — 7’0)2D — (—T0)2D + Z(Tk - Tk—1)2D + (t - TNt)2D}

h=2 (5.9)

N

< CQ{QD(—T())H)lt + Z(Tk - Tk_l)zD + (t - TNt)2D} .
k=2

For all / € N and x1,...,zs € R, it follows by Hélder’s inequality with p := % that

¢ ¢ s/ 6 N\l ¢ 2D
D P < (Z(zi%f’) <Zl> = <ka> (12D (5.10)
k=1 k=1 k=1 k=1

Choosing ¢ = Ny and 1 = 79 — 71, T = (Tp1 — 7x) for 2 <k <l —1and zp = (t — 74-1),
since Zi:l xp =t —1 < t, we get from ([5.9)

I < (2D(—TO)2D*1t + N,}‘?th) =ogt + AN} P
completing the proof of . O
We now link the exponential moments of I; to those of the log-price Xj;.
Lemma 5.5 (No moment explosion). For everyt € [0,00) and p € R one has
E[erXi] = E[e2?@~ D] < 0. (5.11)
Proof. By the definition of X, the independence of I and W gives
E[ert] _ E[ep(Wzt—%It)} _ E[ep(\/ﬂwl—%ft)] _ E[e%(p\/ﬂ)“’—%plt} _ E[e%p(p—l)ft] :

which proves the equality in (5.11]). Applying the upper bound (5.7)) yields
E [e%p(pfl)lt] S E [e%p(pfl)(ag t+C2Nt172Dt2D):| — E [eclt+62 t2D Nt172D:| S E [eclt+cz 12D Nt]

)

for suitable ¢1, ¢ € (0,00) depending on p and on the parameters of the model. The right
hand side is finite because Ny ~ Pois(At) has finite exponential moments of all orders. [
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5.2. Proof of Proposition Let us set

By = (<P 1) b35 (logh) 25 . (5.12)
We are going to show that (5.2) holds by proving separately upper and lower bounds, i.e.
1 ~ 1 ~
lim sup —— log E[e!"] < C, lim inf —— log E[e?] > C'. (5.13)
Bt,b Bt,b

We start with the upper bound and we split the proof in steps.
Step 1. Preliminary upper bound. The upper bound (5.7) on I; yields

bl b, - , o2 th o ey ji-2p__y (At)
E[e"] = > E[e"|N, = j]P(Ny = j) < ey e ML
J=0 !

§=0
Since j! ~ jle7\/27mj as j 1 oo, there is ¢; € (0,00) such that j! > %jje*j for all j € No.
Bounding e~ < 1, we obtain

bl 2 4p = 242Dp i1-2D ()\t)j 24 > 7G)
g C g,
E[e t] < ¢ €% g e J e = c1 €70 E el (5.14)

j=0 7=0

where for z € [0, 00) we set

f(@) = fip(z) =2 (*Pb) 2720 — :c(log % - 1) , (5.15)
with the convention 0log0 = 0. Note that
2\ 2P x

f'(x) = (1 —2D)c?* <t> — log <t> +log A, (5.16)
hence f’(z) is continuous and strictly decreasing on (0, 00), with lim, o f/(z) = +o0o0 and
limgtoo f'(x) = —00. As a consequence, there is a unique Z;p € (0, 00) with f'(Z¢;) = 0 and

the function f(x) attains its global maximum on [0, 00) at the point x = Zy:
s f(z) = £(710). (5.17)

z€[0,00)

We are going to show that the leading contribution to the sum in (5.14) is given by a
single term el for J = Zyp. We first need asymptotic estimates on Z;, and f(Z4p).

Step 2. Estimates on Typ, and f(Z4p). We first prove that

Tt.b

Typ — 00, — 00, (5.18)

by showing that for any fixed M € (0,00) one has Z;, > M and Z;;/t > M eventually.
Since b — oo by assumption ({5.1), uniformly for = such that (z/t) € [0, M] we have

f'(z) > (1 —2D)®b M 2P —log M +log A =: C1b+ Cy — 0.

Recalling that z,; is the solution of f’(x) = 0, it follows that (Z;;/t) > M eventually.
Likewise, uniformly for « such that z € [0, M], by assumption (5.1]) we can write

M\ P M 1
f'(x) > (1 —2D)c% <t> — log <t> +log\=: C1 t*P b — logg + Cy — o0,

hence Z;, > M eventually, completing the proof of ([5.18).
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Next we prove that Z;; has the following asymptotic behavior:

) 2D p\ 35
Zrp ~ (2D(1 = 2D)c ) ogb,) (5.19)

arguing as follows. Recalling (5.16)), the equation f’'(Z;;) = 0 can be rewritten as

1 1
Ty [ (1—2D)c? \*” (1—2D)c%b\ " (5.20)
t log % —log A log ? ’ '

because Zyp/t — oo by (5.18). Inverting (5.20) and using again Z;,/t — oo gives

_ - —2D
log % ~ (1 —2D)c%b <:”;”> =o(b), (5.21)
and we recall that b — oo by assumption (5.1)). Taking log in (5.20) gives
.’i‘t’b 1 2 T , 1
log ; E{log[(l —2D)c”] + log b — log (log =) } ~ Elogb, (5.22)

having used (j5.21)). Plugging (5.22)) into (5.20)) gives precisely (5.19)).
Looking back at (5.15)), we obtain the asymptotic behavior of f(Z:p): by (5.18)) and (5.21)

— _ x
J(@10) = & (PP0) 2{577 = 214 log =2 (1 + 0(1)

— C2 (tQDb)x%b2D a_ft,b (1 B 2?2; (tZDb) (1 4 0(1)) (5.23)
tb

= 2D 2 (t*Pb) xthQD(l +0(1)),

hence applying (5 , and recalling the definition of By} and C in and .,

F(Z4p) ~ (2D)20 (1 — 2D)25 ! C%LDI =CByy. (5.24)
(logb)zp

Step 3. Completing the upper bound. We can finally come back to (5.14]). Henceforth we set
T = Ty} to lighten notation We control f(z) for z > 2T as follows: since f’(-) is strictly

decreasmg, and f(2z) < f(z) by ( -7
flx)=rQ@z)+ [ f’(S)dS < f(@) + f'(2z)(x — 27).

Observe that f/(2z) = —|f'(2z)| < 0, hence

(@)
() (@) —|f'ew)(G-22) _ ¢
D V<@ e = ren (5.25)

j>21 j>21
By (5.16)), recalling that f'(Z) =0, we can write

f'(2z) = f'(2z) — 272P f'(z) = 27 log <x) —log <2tx> +(1—=2"2P)log\ - —o0,

because &/t — oo by (5.18). Then 1 — e~ /G2 > 3 eventually and (5.25) yields
f@) f(@)
> eV <20, (5.26)

Jj=2z
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The initial part of the sum can be simply bounded by

> W <@z4+1)/® (5.27)
0<j<2z
Looking back at ([5.14]), we can finally write
logE [eblt} <logey 4+ o2 bt +1og(2% + 3) + £(7). (5.28)

Comparing (5.19)) and (5.24), we see that z = O(f(z)/logb) = o(f(Z)), because b — oo,
hence log(2z + 3) = o(Z) = o(f(Z)). Again by (5.24) we have bt = o(Z) = o( f(Z)), because
D < % This means that the first three terms in the right hand side of (5.28)) are negligible

compared to f(z), and since f(z) ~ C By, by relation ((5.23), we obtain
1 -
limsup — log E[e®’t] < C,
By 2Bl
proving the desired upper bound in ((5.13).

Step 4. Lower bound. By (2.6)), since (71 — 70)?" > (—79)?P, we have the following lower
bound on I; on the event {N; > 1}:

N
I > C2{(t —mn)P D (- Tk_l)w} . (5.29)

k=2
To match the upper bound, note that Holder’s inequality (5.10)) becomes an equality when

all the terms xp = 7, — 7,1 are equal. We can make this approximately true introducing
for m € N and € € (0,1) the event A, defined by

t A t , t
A = {7’1 < 8m} N f—l {[(z —-1)— S]E <7 <[i-1) +5]m} N {7 >t}, (5.30)
1=
which ensures that Ny = m and 7, — 75,1 > (1—25)% for2 <k <mandt—7, > (1-2¢)
In particular, recalling (5.29)), on the event A,, we have the lower bound
I >cm((1- 25)%)21} = (1 —2¢)?P 2m1—2020 (5.31)
Since 11,79 — T1,T3 — T2, ... are i.i.d. Exp(\) random variables, and on the event A,, one
has 7, — 7p—1 < (1 +2¢)-L for 2 < k < m, and also 7y < (14 2¢)-L, a direct estimate on
the densities yields

t
prog

t
m’

P(Ap) > (e MIH2) )™ (L) e-A(420) L _ 6—(1+25)<1+,;)At(6:;;)1’"’ (5.32)
hence by ((5.31)
E[ebh] > E[ebltlAm] > e(1-20)?P¢ (12Ph) ml_QDP(Am) > efm) (5.33)

where we define f(x), for x > 0 by
Fl@) = frpe(a) = (1 — 26)20 2 (£2Pb) 2120 — glog % — (142e)(1+ L)at.

Note that f(z) resembles f(z), cf. (5.15). Since the leading contribution to the upper
bound was given by e/(®) where z = Zpy is the maximizer of f(-), it is natural to choose

m = |z] in the lower bound ({5.33)). Since Z — oo and ¢ < z, cf. (5.18)), we have

Fl)) ~ F@) ~ (1 - 202 & (22P0) 5720 — 3 1og £ (1 + 0(1)
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and recalling ([5.23))-(5.24) we obtain
Fllal) ~ 1(@) = [t (1= 2P2)e (2P0 220 ~ 1 -
which coupled to (5.33) yields

.1 b 1—(1-2¢)2P7 ~
hmlnfﬁﬁlogE[e t] Z |:12D C.

Letting ¢ — 0 we obtain the desired lower bound in ([5.13)), completing the proof. O

6. PROOF OF THEOREM [{4.1| (TAIL PROBABILITY)

In this section we prove relation (4.1) and Theorem 4.1

6.1. Proof of relation (4.1)) and of Theorem part @ For any t > 0, by ({2.8)
d 1
X S VLW = S

Since Iy = 0, a.s. one has I;/t = (I; — Iy)/t — I}, = 03 as t | 0, cf. (2.6)-(2.4). Then

Xt d It 1 It a.s.
— =/ =W — =Vt— —= g W
NG WiV o’ J0TL

proving relation (4.1]). Relation (4.5)) follows from (4.1)), proving part @ in Theorem

6.2. Proof of Theorem part (a)). Recall the definition of x1(-) and ka(-) in (3.4).
Let us fix a family of (,t) with £ > 0, ¢ > 0 as in item (a) of Theorem [4.1] i.e.

either ¢t — oo and %—>oo,
or t »t€(0,00) and Kk — 00, (6.1)

or t =0 and L—)oo.
\ tP, /log 1

We are going to prove the following result, which is stronger than our goal (4.2]).

. . . . D'
Theorem 6.1. For any family of values of (k,t) satisfying (6.1]), the random variables <t
satisfy the large deviations principle with rate oy, and good rate function I(-) given by

K 1 K 1/2—D 1
( ) =D (1 ) TP (z):=Clz|TD (6.2)

ctP %8 /D¢

where C is defined in (3.6)). This means that for every Borel set A C R

At g —

)

1 X 1 X
— inf I(z) < liminf — log P (t € A) < limsup log P <t € A) < —inf I(x),
€A Ot K K At R €A

where A and A denote respectively the interior and the closure of A. In particular, choosing

A= (1,00), relation (4.2)) in Theorem holds.
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Proof. We are going to show that, with oy, as in (6.2)), the following limit exists for 8 € R:

. 1 Bowg.p ot
A(B) = lim — log E[e”*" "= ], (6.3)
At g
where A : R — R is everywhere finite and continuously differentiable. By the Gértner-Ellis
Theorem [DZ98, Theorem 2.3.6], it follows that % satisfies a LDP with good rate oy, and
with rate function I(-) given by the Fenchel-Legendre transform of A(+), i.e.

I(z) =sup {Bz — A(B)}. (6.4)
BeR

The proof is thus reduced to computing A(S) and then showing that I(x) coincides with

the one given in (6.2]). Recalling , the determination of A(3) in (6.3 is reduced to the

asymptotic behaviour of exponential moments of I;. This is possible by Proposition [5.1}
Fix a family of values of (k,t) satisfying and note that oy, in satisfies

1/2-D
Q. — 00 Yt _ (7’€ >1_D (10 o ) RS
b ’ K cl/Dt S Cl/Dy .
For fixed g € R\ {0} we set
1 2 ?
b:btﬁ::5%<ﬁat’n—l)N6<%> s 00, (6.5)
’ 2" kK K 2 K

In order to check the second condition in ({5.1), note that if t — 0

2D 1-2D

v w \T (o) TP
_—_~ — B — _— — X0
L10 1 2 1/D 1D 1 lo 1 ’
12D 108 1 cl/D Dy [log ¢ 81

again by (6.1). Applying (5.2), by (5.11) and (6.5) we get

2D—-1

~ 1
logE[eﬁo‘t*”%] = log E[e*!t] ~ C (cl/D t) b2P (log by ) 2D

/ o 0 K \1D k \map [ 2D K o
~ (~1/D P LR 2D(1—
¢ (C t) < 2 ) (cl/D t) <10g cl/Dt) <1 - D log cl/D t>
1-2D
1-2D)(1—-D 2D 1
(e

where in the last step we have used the definitions (6.2)), (5.2) of o, and C.
This shows that the limit (6.3]) exists with

AB)=C8|P,  and a:D(<1—2D;<1—D>> 2D

To determine the rate function I(x) in (6.4) we have to maximize over 8 € R the function
h(B) := Bz — A(B).
Since W (B) =x — N (B) =x — %C’sign(ﬁ)|ﬁ|%_l, the only solution to A/(5) = 0 is

B— B, — sign(s) (Dg')”
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and consequently

I(x) = h(Bs) = B — A(Ba) = |2 =P <g)”’<1 —D)=Cla|TB,

where C is the constant defined in (3.6). Having shown that I(z) coincides with the one
given in (6.2)), the proof of Theorem is completed. O

6.3. Technical interlude. Let us give some estimates on P(X; > x|N; = m). Recall the
definition (2.6)) of the time-change process I;. On the event {N; = 0} we have

Io— (f— 702D (2D 52
t = (t—10) (—=70) CLE

where o2 is defined in (2.4). Then, by the definition (2.8) of X;, as t — 0 and for x > v/,

):P<W1>;Tt(1+o(1))’]\7t=0>
—1-9 (UO\[(1+0( ))>=exp( 5 Zz (1+0(1))>
— exp ( ~ ;<,~;1(Zgw)2bga§t(l +0(1))> 7

where ®(z) = P(W; < z) and we have used the standard estimate log(1 — ®(z)) ~ —32% as
z — 00, together with the definition (3.4) of k;(-). We can rewrite the previous relation as:

P(X; > k|N; = 0) = <W1 > ﬁ + = \/ft

2
1(_w_ 1+o0(1
for t — 0, &>Vt : P(Xt>/1|Nt:O):(0815)2("1(”%“) (vl )), (6.6)
On the other hand, on the event {INV; = m} with m > 1, we claim that

for fixed m > 1, fort —0, k> t7:
(6.7)

2
1 K
P(X; > 1| Ny = m) = (/P ) z0 20 (ermy) o)
We first prove an upper bound. Applying (5.7)), on {N; = m} with m > 1 we have

It < O'gt + Ntl—QD(Cl/D t)ZD _ 0_(2)t + ml—?D(Cl/D t)2D tIE) m1—2D(Cl/D t)2D

In analogy with the previous estimates, for x > t” we have ﬁ + VI = ﬁ(l +0(1))
and we get the upper bound

KR

P(X; > k|N, =m) < 1—<I>< 5 (1+0(1))>

(/P )P m3

1 K 2 1
o ( ~ 2m1-2D <K‘,2<C1/D t)) log m(l * 0(1))> ’

having used the definition (3.4]) of ko(+). This proves half of (6.7)).
For a lower bound, we argue as in the proof of Proposition for any € > 0, on the

event A, C {N; = m} defined in (5.30), with m > 1, one has the lower bounds ({5.31)) on
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I and (5.32) on P(A,,). Then, using (1 + ) < 2, for k> tP we get

P(An)
P(Nt =m)

>(1- @( . (1+ o(1))> e~ [(L42) (14 ) -1t m T
(1 —2e)Pm2=P(cl/D¢)D m'm

1 K 2 1 m'
. - —(1+4e)Mt om 1o
> exp< 2(1 — 2¢)2D j1-2D (RQ(Cl/D t)> log C1/Dt(1+0(1))>€ <

Since e~(1H+49X — 1 and ™.k = o(log —57) as t — 0 (for fixed m), we obtain

P(Xt > K’Nt = m) > P(Xt > /i‘Am)

log P(X; > k|N; = m) 1 < K )2
P 1+0(1)).
log —CI}D . 2(1 — 2¢)2P m1-2D (/D) ( )

Since £ > 0 is arbitrary, we have proved the second half of (6.7)).
Finally, we need a weaker version of (6.7) when x = O(t):

for fixed m > 1, fort — 0, kK = O(tP): P(Xy>k|Ny=m) = (cl/D t)o(l) . (6.8)
It is enough to show that P(X; > k|N; = m) > c3, for some constant ¢z = c3(D, m) > 0,
because this would imply
log P(X; > /-;|Nt m) S log c3

0> 2
10g I/Dt logﬁ

=o(1),

hence follows. We fix € > 0 arbitrarily, and note that on the event A,, C {N; =m} in
(5.30) we have I; > (c1 t?)? by (5.31) (for a suitable ¢; > 0 depending on &, D,m). Then,
for k < cp tP we have k/\VI; > ca/c1, and since limy_,o I; = 0, for small ¢ we get our goal:

K 1 P(4,,)
P(X Ny=m)>P (W, > —+ VI, |4, | ——"
(8 i =) P (W12 ot V)
m!
_P<Wg>62+1) —(epem S )
C1 mm

6.4. Proof of Theorem part . We start with some general considerations. We are
in the regime ¢t — 0, hence e~ > % for small ¢. For every M € Ny, since Ny ~ Pois(\t),
we have the lower bound

Qo™

M
P(X; > k) ZZPXt>/<|Nt:m)e_”\t "
m=0

(6.9)

1
> — = me.
571 me?olaxM} {P(Xt > Kk|Ny = m) (At) }

To get a similar upper bound, note that

e k
P(Nt Z M + 1) — Z 6—>\t (At) S ()\t)M+1,
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hence for every M € Ny

M m
P(X; > k) < Z P(X: > k|Ny = m) e_/\t% + (A)MHE
m=0 m (6.10)
< P(X Ny = m) (Xt)™ At)MFL
< omax P> BNy =m) )" |+ (M)

It remains to evaluate the maximum of {P(X; > x|N; = m) (\t)™}.
We can now prove part of Theorem Fix a family of values of (k,t) with

t—0, Jodt<k<V2Ki(ot). (6.11)
Then, recalling , relations and (6.10) with M = 0 yield

sV (ito (=) (140
;(0825)2(”1(”020) (1+0(1)) <P(X; > k) < (Ugt)2(,¢1(oot)) (1+0(1)) + O,

and note that last term (At) is negligible, because %(ﬁ‘gt)f <1 by . Taking logs,
we see that relation is proved.
6.5. Proof of Theorem part (]E[) Following Remark we split this case in two:
e first we consider a family of values of (k,t) with
t—0, V2ri(odt) <k < Ka(c/P ), (6.12)
and our goal is to prove ;
e afterwards we will consider the regime
K~ ake(c/Pt), for some a € (0,00). (6.13)
and our goal is to prove (4.6)).
By a subsequence argument, these cases prove relation and hence part (]ED
Let us assume (6.12). Then for m > 1 we have P(X; > k| N, = m) = (cl/D t)a(l), by
either (in case K = O(tP)) or (in case tP < Kk < Kko(c/Pt)). Then
P(X; > k| N, =1) (At)! = (A)+e)
while by

11—, ) (14001
P(Xt > K}‘Nt :0) ()\t)oz (o.gt)2(n1(g(2)t)) (+ ( ))

Note that %( K )2 > 1 in our regime, cf. (6.12)), hence if we apply relations and

K1 (O'g t)
(6.10) with M = 1 the maximum therein is attained for m = 1 and we obtain
1
g D < P(X, > k) < (At)oM 4 ()2,

Taking logs, we have proved that relation (4.7) holds.
Next we assume (6.13). Since & > t”, we can apply (6.7), which yields

2
P(X;>k|Ny=m)At)™ = Cl/Dt lellﬁ(l'i'o(l)) AL)™
N BT Y (6.14)

o m+%+o(l)
()\ t) 2m

9



VOLATILITY SMILE IN A MULTISCALING MODEL 25

where @ is defined in . (Since @ — a as t — 0, we could actually replace a by a in
, because the difference can be absorbed in the o(1) term; however, keeping a gives a
more accurate numerical approximation.)

Let m = mgz € N be the value for which the minimum in the definition of f(a) is
attained, i.e.

62

If we choose M > m, relations and ((6.10)) yield
1 f@ f(@) M1
2370 (A" <P(Xe > k) < (M) + ()M

We may assume that M is large enough, so that M + 1 > f(a@), hence the term (A\t)M*1 is
negligible. Taking logs, we see that relation (4.6) holds.

(6.15)

7. PROOF OF THEOREM (OPTION PRICE)

In this section we prove Theorem [£.3] or more precisely we derive it from Theorem [£.1]
(which is proved in Section[6). This is based on the results recently obtained in [CC14] that
link tail probability and option price asymptotics, that we now summarize.

7.1. From tail probability to option price. In this subsection (X¢):>0 denotes a generic
stochastic process, representing the risk-neutral log-price, such that (eXf)tzo is a martingale.
In order to determine the asymptotic behavior of the call price c(k,t) = E[(eXt —e)*] along
a given family of values of (k,t) with k > 0, ¢t > 0, we need some assumptions. We start with
the regime of atypical deviations, i.e. we consider a family of (x, t) such that P(X; > k) — 0.

Hypothesis 7.1. Along the family of (k,t) under consideration, one has P(Xy > k) — 0
and for every fized o € [1,00) the following limit exists in [0, +00]:

. logP(X; > ok )
Ii(p) :=lim W , and moreover lglflll I.(p)=1. (7.1)

We also need to formulate some moment conditions. The first condition is
Vn € (0,00) : limsup E[e*MXt] < o0 | (7.2)

where the limit is taken along the given family of (k,t) (however, only ¢ enters in (7.2))).
Note that if ¢ is bounded from above, say ¢ < T, it suffices to require that

Vn € (0,00):  E[eMMXT] < 0o, (7.3)

because (e1TMXt);5( is a submartingale and consequently E[e(**MXt] < E[e(1*M)XT] The
second moment condition, to be applied when ¢ — 0 and x — 0, is

3C € (0,00) : E[e*Xt] <14 Ck2. (7.4)

(We have stated the moment assumptions and in a form that is enough for our
purposes, but they can actually be weakened, as we showed in [CC14].)

The next theorem, taken from [CC14, Theorem 2.3|, links the tail probability P(X; > &)
and the option price ¢(k,t) in the regime of atypical deviations, generalizing [BF(9].

Theorem 7.2. Consider a risk-neutral log-price (X¢)i>0 and a family of values of (k,t)
with k > 0, t > 0 such that Hypothesis is satisfied.

e In case liminf k > 0 and limsupt < oo, if the moment condition (7.2]) hold, then
logc(k,t) ~logP(X¢ > k) + k. (7.5)
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e In case k — 0 and t — 0, if the moment condition (7.4]) holds, and if in addition

Jim I (o) = +oo, (7.6)
then
log (c(k,t)/k) ~logP(X; > k). (7.7)

Next we discuss the case of typical deviations, i.e. we consider a family of values of (k,t)
such that kK — 0, t — 0 in such a way that P(X; > x) is bounded away from zero. In this
case we assume the convergence in distribution of Xy, suitably rescaled, as t — 0.

Hypothesis 7.3. There is a positive function (V)0 with limoy = 0 such that X¢/v:
converges in law ast | 0 to some random variable Y :
X
=ty (7.8)
Yt 0
The next result is [CC14, Theorem 2.7].
Theorem 7.4. Assume that Hypothesis[7.3is satisfied, and moreover the moment condition
(7.4) holds with k =y, i.e.
3C € (0,00): E[*M] <1+C9f. (7.9)
Consider a family of values of (k,t) such that t — 0 and k ~ a7y, with a € [0,00) (in case
a =0, we mean k = o(y:)). Then, assuming that P(Y > a) > 0, one has

c(k,t) ~ % E[(Y —a)t]. (7.10)

7.2. Proof of Theorem part @) We fix a family of values of (k,t) such that either
t—te(0,00) and Kk — oo, or t — 0 and k — K € (0,00]. Let us check the assumptions of
Theorem Relation (4.2)) shows that for all o > 1

. logP(X; > or) 1

lim —————- = p1-D 7.11
o log P(X; > R) e (7.11)

hence Hypothesis is satisfied with I (o) := Qﬁ. The moment condition ([7.2)) is implied

by ([7.3]), which holds for all ' € (0, 00), by Lemma By Theorem relation ([7.5]) holds.
However, since —log P(X; > k)/k — oo by (£2)) (note that 5 > 1), relation (7.5) yields

log c(k,t) ~ logP(X; > k), (7.12)
which is precisely relation (4.8)). This completes the proof of part @ of Theorem O

7.3. Proof of Theorem [4.3] part (D). Let us fix a family of values of (k,t) with t — 0
and k — 0, such that x > \/0Z t, excluding the regime v/2D + 1 k1 (03 t) < k < Ka(c/Pt)
of part . By a subsequence argument, it suffices to consider the following regimes:
(i) Voit < k < Kki(odt);
(ii) & ~ ak1(odt) with a € (0,v/2D + 1];
(iil) K ~ ako(c/Pt) with a € (0, 00);
(iv) k> kao(c/Pt).
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We start checking Hypothesis in regimes , and ({iv) (the regime (ji) will be
considered later). In regime , relation (4.2)) holds, cf. part (a)) in Theorem hence
1
(7.11) applies again and I (o) = o7-P (recall (7.1)). In regime (i), by relation ([4.4)),
log P(X; > ok) 9

I =lim——————= = p°. 1
+(Q) um IOgP(Xt > /{) 0 (7 3)

Finally, in regime , by (or equivalently ),

logP(X; > or)  f(0a)
log P(X; > k) f(a)
In all cases, Hypothesis and relation are satisfied. As we show in a moment, also

the moment condition is satisfied. Having checked all the assumptions of Theorem
(recall that t — 0 and k — 0), relation (7.7) holds. This coincides with our goal (4.9),
completing the proof of part of Theorem in regimes , and .

It remains to check the moment condition in regimes , and . Since kK >
\/@ in all these regimes, this follows immediately from the next Lemma.

I (p) :=lim (7.14)

Lemma 7.5. There exists a constant C € (0,00) such that

E[e*X] <1+Ct, VO<t<1.
Proof. By the equality in ((5.11)) and the upper bound (5.7)), we can write

E[e*¥] = E[e!] < e70t B[N (7.15)
Next observe that, by Cauchy-Schwarz inequality and P(N; = k) = e ()\]:!)k,
—92D —2b
B[N = P(N, = 0) + e P(N, = 1) + B[N 15 50)] (7.16)

<1470+ \/ E[e2* 2PN, 2P |p(N, > 2).
Note that P(NV; >2) =1 — e (14 At) = 3(At)? + o(t?) as ¢t . 0. For all 0 < ¢ < 1 we can
write E[62°2t2DNt172D] < E[62°2N1172D] =: ¢ < o0, and <" < ¢ hence (7.16) yields

2
]§1+e°2)\t+\/612)\

for some co < co. Consequently, by ([7.15]),
E[e*%] < e(’gt(l +et) = (1+ ot + o)) (1+ cat) <1+ Ct,

for some C < oo. O

242D Nt172D

Ele (t2+o(t?)) < 1+ eat,

We are left with considering regime , i.e. we fix a family of (k,t) such that
t—0 and k~aki(ogt), forsome a€ (0,v/2D +1]. (7.17)

In this regime the assumptions of Theorem [7.2] are not verified, hence we proceed by bare
hands estimates. Our goal is to prove (4.9) which, recalling (4.4), can be rewritten as

2
log (c(k,t)/K) ~ 4 log !

—. 7.18
2 J% t ( )
We prove separately upper and lower bounds for this relation.

Let us set
K =2k1(02t), K :=Bkao(c/P1), (7.19)
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for fixed B € (0, 00), chosen later. Noting that x < £’ < k", since D < %, we can write

c(k, ) (e — €)1 x,50}]
)+(2)+(3).

By Fubini’s theorem, for Kk > 0 and 0 < a < b,
E[(e™ - e")laex,<py] = E [(/
K

b
= / e’ P(max{a,z} < X; < b)dx

o0

e’ 1{x<Xz} dx) 1{a<Xt§b}:|

< (e’ = 1)P(X; > max{a, x}),
hence
(1) =E[(e* — ") uexicnn] < (¥ = DP(X; > k) ~ &' P(X; > k),
because k' — 0. Note that, by and (4.4),

a? 1
lOgP(Xt > H) ~ —? logﬁ,
0

and since % ~ 2 = (const.), recall (7.19), it follows by (7.22) that

1 K a? 1
log(,{) < log; +1logP(X; > k) = Y log @(1 + 0(1)) =: Est(1).

In a similar way, always using ([7.21)), since k < &’ and " — 0,

2) =E[(e™ — ") lguex,<om] < (e = 1P(X; > #) ~ 6" P(X; > #).

By (4.7), we can write

1/D
log (i) < log BHQ(;t) +log P(X; > #')
1/D
< (1+0(1)) { log I@(Cﬂt) —log )\1t} =: Est(2).

Note that log M ~ (3 — D)log 1, hence

Est(2) = —(1+ o(1)) (D + ;) log% .

Finally, by Cauchy-Schwarz inequality

(3) = E |:(€Xt — €H)I{Xt>,{//}:| S K E

By Lemma [7.5/and E[eX*] = 1 (recall that (eXt);>0 is a martingale) we have

o[(2)

K2

(exﬁ_enﬂ P(X, > K.

E[e?Xt] —2¢F 42 140t —2e"+e*  Ct e —2e" — 1
< =—Z+t—7
K2 K2 K2

=E[(e¥X
=K [(6Xt — en)l{/«th;«J}] + E [(6Xt — eﬁ)l{n/<Xt§n”}] + E [(eXt — e,{)l{Xt>n”}]

(7.20)

(7.21)

(7.22)

(7.23)

(7.24)

(7.25)

(7.26)

(7.27)

(7.28)

—1,
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because x — 0 and x/v/t — oo, by (7.17) and the definition (3.4)) of 1(-). In particular,
(3) < (1+0(1)) k/P(Xy > K").
Recalling (4.6) (where @ — a as t — 0), we see that
(3)

log~— < —(1+ 0(1))%1‘(3) log )\i =: Est(3). (7.29)
()

Let us choose B > 0 large enough so that > D + 1, so that Est(3) < Est(2). Since
log(a + b+ ¢) < log 3 + max{log a,logb, log c} we obtain by (7.20)

log c(;; 1) < max {Est , Est(2 )} (7.30)

We now use the assumption a < /2D + 1, cf. (7.17)). Then Est(1) > (14 o(1))Est(2), so

a? 1

log C(’Zt) < Est(1) = —(1+ 0(1))5 log pog (7.31)
0

which is “half” of our goal ([7.18)).
In order to obtain the corresponding lower bound, we observe that for every & > &

c(k,t) =E [(eXt —e") 1ix,5ny) = E [(eXt — ") 1ix,5ay] > (ef — e®)P(X; > &)
> (k — k)P(Xy > R).
Always for k as in ([7.17)), choosing & = (1 + ¢)k gives, recalling ((7.23]),
log c(k,t)
K

(7.32)

2
1
>loge +logP(Xy > (1+e)r) = —(1+ 5)2% log 5 (1+0(1).  (7.33)
0

This shows that, along the given family of values of (k,t),

c(k,t) 2
-1+ s)2a—

lim inf
log —7
0

Since € > 0 is arbitrary, we have shown that

c(k,t) a? 1
—_ > — — —. .
log =2 (1+0(1)) 5 log = (7.34)

Together with (|7.31)), this completes the proof of ([7.18]) and of part (]ED of Theorem O

7.4. Proof of Theorem part (d). Let us fix a family of values of (k,t) with

t—0 and V2D 41k (03t) <k < Ko(c/Pt). (7.35)
Our goal is to prove (4.10)), that is

log (c(k,t)/k) ~ log

Ko (U g t) 1
e log o (7.36)
Consider first the subregime of given by k < V2 k1 (02 t), so assume (without loss
of generality, by extracting a subsequence) that x ~ ak1(02t) with a € [v2D +1,/2).
Note that all the steps from until can be applied verbatim. However this time
a > /2D + 1, hence a—; > D + L which yields Est(1) < (1 o(1))Est(2), cf. and
. Then, instead of relation , we get (recall

c(k K Cl/D
log (R’t) < Est(2) = (1+0(1)) { log Q(Kt) — log )\1t} ’ (7.37)
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which is “half” of our goal -
Next we con81der the subreglme of (7.38) of k > v/2 k(02 t). Defining " := B ka(c'/Pt)
as in , we modify ((7.20)) as follows

(s, ) = B [(eX - eﬁ)l{Kthm//}] FE (X = M) xpon] = (A) 4 (B).  (7.39)
Applying (7.21]), we estimate the first term as follows, since £” — 0:
(A) = E[(e* — ")l eexicnmy] < (€ = 1)P(X; > k) ~ 6" P(X; > k).
By we have log P(X; > k) = —(1 + o(1)) log 5, hence

" 1/D
log A < log ™+ 10g P(X, > 1) = (1 +0(1)){logm2(Ct) “log 1}.
K K K At

The term (B) in (7.38)) coincides with term (3) in ((7.28]), hence by (7.29))

(B) f(B), 1 f(B) Ko (c/Pt) 1

< < —log — 7.39
— < (1+0(1)) == 5 log v (1+0(1)) 5 log log [ (7.39)

where the second inequality holds since k < ng(cl/ D#) by (7.35)). Choosing B large enough,
so that f(B) > 2, the inequality log(a + b) < log 2 + log max{a, b} yields

c(k Ko (cl/P
log (ﬁ?t) < (1+0(1)) { log 2(,€t) —log )\1t} . (7.40)

We have thus proved “half” of our goal (|7.36)).

We finally turn to the lower bound, for which we do not need to distinguish subregimes,
but we work in the general regime . We Can apply 17 32) with & = 5&2(c1/D t).
Recalling that log P(X; > e ky(c!/P t)) ~ —f ) log <& by (4.6)), and moreover

A 1/Dy /Dy
log X" N10g<mz><6>_1> ~log 270
K K K

we see that relation (7.32)) gives

log

Y

c(k,t) Ko(cl/Pt) 1
log ——= > —(1 1))4 log ——= —f(¢e) log — 7.41
o8 U > (14 o) { 1o ™21 9 tog 1 | (7.41)
Since € > 0 is arbitrary and lim. |, f(e) = f(0) = 1, cf. (3.5), we have shown that

c(k, t) Ko (ct/Pt) 1
log ——% > —(1 1))4 log ———= —log —
og— — = ( + of )){ og - 083 (-

Together with (7.37) and (7.40)), this completes the proof of our goal (|7.36) . U

7.5. Proof of Theorem-, 4.3|, parts @ and (| . By (4.1] n, Hypothesisis satisfied with
v =+/ojtand Y = Wl, Whlle the moment condition ( is verified by Lemma We

can then apply relation in Theorem . 4 which for K ~ ay/ 00 yields

2 22

c(k,t) ~ (o2 tE (W1 —a)t] = /o2t / :cex/%dx—a/ i/%dx

_ @(&% —a(l—q>(a))> = /o2t (p(a) — a®(-a)) .

For a > 0 this coincides with (4.11]), while for a = 0 it coincides with (4.12]). O
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8. PROOF OF THEOREM (IMPLIED VOLATILITY)

In this section we prove Theorem [3.2] or more precisely we derive it from Theorem [£.3]
(which is proved in Section . In fact, the link between option price and implied volatility
asymptotics is model independent, as recently shown in |[GLI4]. Let us summarize the
results that will be needed in the sequel, following [CC14].

8.1. From option price to implied volatility. Let us define the function
1
D(z) := —p(z) — ®(—=2), Vz >0, (8.1)
z

where ¢(-) and ®(-) are the density and distribution function of a standard Gaussian. Since
D : (0,00) — (0,00) is smooth and strictly decreasing, its inverse D! : (0,00) — (0, 00) is
also smooth, strictly decreasing and has the following asymptotic behavior [CCI4) §4.1]:

-1 -~ — -1 Nil
D™ (y) ~v2(—logy) asylO, D™ (y) NorT asytoo. (8.2

The next result links option price and implied volatility in a model independent way.

Theorem 8.1. Consider a family of values of (k,t) with k > 0, t > 0, such that ¢(k,t) — 0.

e In case liminf k > 0, one has

i (s 1) ~ <\/_10gc("3’t)+1—\/_logc(“’t)> 27” (8.3)

K K

e In case k — 0, with kK > 0, one has

1 K
imp (K, ) ~ — 8.4
7imp(5: 1) p1(0) Vi e
e In case Kk =0, one has
0,t
Timp(0,t) ~ V21 (0.9 (8.5)

i
Relation (8.3), with explicit estimates for the error, was proved in |[GL14], extending

[BE09, L4, RR09L [G10]. Relation (8.4)) was proved in [CCI4] (see also [MT16]). We refer
to [CC14], Theorem 2.9] for a self-contained proof of Theorem

Remark 8.2. Whenever _I%C(H’t) — 00, formula ({8.3]) simplifies to
K

Oim 'V”',t ~ . 8.6
ol 1) V2t(—log c(k, t)) (8.6)
Analogously, by (8.2)), formula (8.4)) can be made more explicit as follows:
( il if ol t) —0;
V2t(—log(c(k, t)/k)) K 7
: el b) |
Timp (K, 1) ~ D1(a)Vi if —— —ace (0,00); (8.7)
t t
\/ﬂc(ﬂ’) if C(K7)—>oo orif k=0.
Vit K
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2. Proof of Theorem part (a)). Consider a family of values of (k, t) such that either
t — € (0,00) and k — 00, or t — 0 and x> ka(c'/Pt). We consider two subregimes:

(i) either t — ¢ € (0,00) and k — 00, or t — 0 and Kk — & € (0, o<J;
(ii) both t — 0 and x — 0 with x> Ka(c/Pt).

Our goal is to prove that in both subregimes relation 1.} holds.
We start with subregime . By Theorems and |4.1] relations and give

1 1/2-D
log ¢(k,t) ~logP(Xy > k) ~ —C (C’;D) r <log ﬁ) e (8.8)

Next we apply Theorem since liminf £ > 0 in this subregime, by Remark [8.2] relation
holds, because |logc(k,t)| > |log k| by (8.8). Then we get

1/2—D

[c1/D K P
K C 1/D ¢
Cimp (K, ) ~ ~ < , 8.9
p(r.1) V2t (—logc(k, 1)) 2C 1 K (8.9)

Og cl/D ¢

which is precisely our goal .

Next we consider subregime . Again by Theorems and relations and
show that —log(c(k,t)/k) is asymptotically equivalent to the right hand side of (8.8). By
Theorem we can apply relation , which by Remark reduces to the first line of

(8.7). In analogy with , we obtain again our goal (3.7)). O

8.3. Proof of Theorem part (]ED Extracting a subsequence, we may consider a
family of values of (k,t) with t — 0 and Kk ~ a ka(c/Pt ) for some a € (0, 00), and our goal

is to prove . By Theorems [4.3} E and [4.1] u, relations and . yield
1
log (c(k,t)/k) ~log P(X; > k) ~ —f(a) log R

where a is defined in (4.6). By Theorem and Remark recalling the definition (3.4))
of k1(+), relation (8.7)) gives

K VA K
Uimp(’{'a t) ~ =
V2t(—log(c(k,t)/K))  /2f(a) K
which proves our goal (3.8). O

8.4. Proof of Theorem part (d). Next we consider a family of values of (k,t) with

t — 0 and v2D + 1k1(0pt) < Kk < ka(ogt), and our goal is to prove (3.9). Plugging

relation (4.10]) from Theorem |4.3|into the first line of relation (§8.7)) (recall Theorem |8.1) and
8.2) 34

Remark [8.2]), by the definition (3.4) of k1(-) we obtain
(5,1) ~ K VA K
Oim > ~ )
p \/Qt log I'i t)/l‘i)) \/2 (1 _ log(n/nz(cl/D t))) K1 <)\ t)
log(A\t)

proving our goal ([3.9). O
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8.5. Proof of Theorem [3.2, part (d). Next we consider a family of values of (x,t) with
t—0and 0 < <+2D + 1k1(0ft), and our goal is to prove (3.10), i.e. oimp(k,t) ~ op.
First we consider the case of typical deviations, i.e. when k ~ a\/ag t for some a € [0, 00).

In case a > 0, relation (4.11)) from Theorem gives

c(k,t) K
- %D(a)ND(\/Ugit) ,

which plugged into relation from Theorem yields our goal gimp(k,t) ~ 0g. In case
a = 0, i.e. if K = o(\/t), relation from Theorem gives ¢(k,t) ~ \;720? V/t, hence
¢(k,t)/k — 00. We can thus apply relation (8.4) from Theorem , in the simplified form
given by the third line of (recall Rema, getting our goal gimp(k,t) ~ og m
Next we consider the case of atypical deviations, i.e. when k > @. By Theorems

and relations (4.9) and (4.4) yield

2
K
1 t ~ —logP(X; > k) ~ ——.
o8 (e, 1)) ~ ~logP(X > 1)~ — 3%
By Theorem and Remark , since k — 0, the first line of relation (8.7)) gives
(5,1) .
Oim sy U) ~ ~ 00,
" V2t (log(e(m,0)/x)
proving our goal (3.10)). The proof of Theorem is completed. O

APPENDIX A. MISCELLANEA

A.1. Proof of relation . We recall that (N¢):>0 denotes a Poisson process of intensity
A, with jump times 71, 79, . .., while 79 € (—00,0) is a fixed parameter. The random variable
TN, represents the last jump time prior to ¢.

It is well-known that the random variable ¢t — 7y,, conditionally on the event {N; > 1},
is distributed like an exponential random variable Y ~ Exp(\) conditionally on {Y < t}.
As a consequence, the following equality in distribution holds:

(t—7n) LY Lyaqy + (¢ + [70]) Liysey -

It follows easily that as t — oo the random variable ¢ — 7, converges to Y in distribution.
Moreover, for every a € (0,1) we have

=l =mr] =¥

L] 1 Xy o

1
Y <t|l—eM) 4+ ———e M
Jo= e+ e
Choosing @ = 1 — 2D and recalling (2.2)), we obtain lim;_,o, E[0?] = V2, proving (2.3). O

'If & = 0 one should apply relation (8.5), rather than (8.4), from Theorem [8.1} which however coincides
with the the third line of (8.7)), so the conclusion is the same.
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A.2. Martingale measures. Let (Y;):>0 be the martingale in , ie. dY; = o4+ dBs,
which represents the detrended log-price under the historical measure. We recall that (o¢):>0
is the process defined in , where 7y € (—00,0) is a parameter and (73),>1 are the jumps
of a Poisson process (Ny):>o of intensity A, independent of the Brownian motion (Bi)>o.

For A € (0,00) and T € (0, 0), define the equivalent probability measure P5 . by
dPX,T

dP
Note that Ry is the Radon-Nikodym derivative (on the time interval [0,7]) of the law
of a Poisson process of intensity A with respect to that of intensity A. Denoting by G

the o-algebra generated by (N¢)e(o,7], the volatility (o¢):c(o,r) is @ G-measurable process.

Conditionally on G, the trajectories t — o are thus deterministic, hence the random variable
(;‘F % dBs is Gaussian with zero mean and variance fOT(%VdS < oo (by (2:2), since D < 3).
Recalling the definition (A.1) of Ry, it follows immediately that E[R;|G] = 1.

The previous observations show that (A.1) defines indeed a probability P
E[R1Ry] = E[E[R1|G]R2] = E[Rs] =1,

— oo AB— L [ (%) ds | e(log§)NT—(X_A)T R Rs. (A1)

X since
b

and (Ng)se(o,r) under ?x r 18 a Poisson process with intensity A Moreover, the process
Bi=B,+ | Tds, ie  dB:=dB+ % dt, (A.2)
0
is a Brownian motion under the conditional law lng(- |G), by Girsanov’s theorem. The
fact that the distribution of (Et)te[o,T] conditionally on G does not depend on G (it is the
Wiener measure), means that (By)e[o,r) is independent of G, i.e. of (Ni)se[o,17-
Summarizing: under P 1 the process (Bt)iep,r) in (A.2) is a Brownian motion and
(Nt)tefo,r) is an independent Poisson process of intensity A. Rewriting (2.1} as

~ 1
dY; = 04 dB; — iaf dt,
by Ito’s formula the process (S; := eYt)te[QT] solves the stochastic differential equation
1 1 ~
dS; = Sy dY; + 55, d(Y)s = Sy dY; + 55 o dt = 0 S;dB;. (A.3)

We have thus shown that under IEX,T the price (St)iepo,7] evolves according to (2.7) (where

the Brownian motion B; has been renamed By), with the process (0t)iejo,r) still defined by

(2.2), except that the Poisson process (N¢);e[o,r) has now intensity A.

A.3. A minimization problem. Let us recall from (3.5)) the definition of f : (0,00) — R:

a2

f(a) = nlféil{]lo fm(a) , with fm(a) =m + W .

(A.4)

We also recall that, since D < %, we can restrict the minimum to m € N = {1,2,3,...}.
For fixed a € (0,00), if we minimize f,,(a) over m € (0, 00), rather than over m € N, the
global minimum is attained at the unique m, € (0, 00) with %fm(aﬂm:ﬁa =0, ie.

s
ma—< 2—Da) .
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Since m — fy,(a) is decreasing on (0,m,) and increasing on (mg,, o), it follows that

f(a) = min {fLmaJ (a), frina] (a)} , (A.5)
where |z| := max{k € Z : k < z} and [z] := min{k € Z : k > x} denote the lower and
upper integer part of x, respectively. In particular, if m, = k € N is an integer, i.e. if

1 kl*D
1 )
Ji-D
then f(a) = f(a). Next we observe that for a € (ag,ar,1) one has mg, € (k,k + 1), hence
f(a) = min{fx(a), fx+1(a)} by (A.5). By direct computation, one has
1

a:dk::

fr(a) < fiy1(a) — a <y i=

1 1
\/2k1*2D - 2(k+1)1*2D

(Note that éy, < j < Gp41, by convexity of z — z=(172P) and z;, ~ a;, as k — c0.) Setting
xg := 0 for convenience, the previous considerations show that

f(a) = fr(a) for all @ € [z;_1,2%) and k € N. (A.6)

Since f(xg) = fr41(xk) by construction, the function f is continuous and strictly increasing

(but it is not convex, as one can check). The asymptotics in (3.6 follow easily by (A.6) and
(A.4), which yield f(a) ~ fz,(a) as a — oo.
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