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Abstract. We consider directed polymers in random environment in the critical dimen-
sion d “ 2, focusing on the intermediate disorder regime when the model undergoes a
phase transition. We prove that, at criticality, the diffusively rescaled random field of
partition functions has a unique scaling limit : a universal process of random measures on
R2 with logarithmic correlations, which we call the Critical 2d Stochastic Heat Flow. It
is the natural candidate for the long sought solution of the critical 2d Stochastic Heat
Equation with multiplicative space-time white noise.
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1. Introduction and main results

1.1. Overview. The model of directed polymer in random environment (DPRE) is by
now a fundamental model in statistical physics and probability theory. It is one of the simplest
and yet most challenging models for disordered systems, where the effect of disorder — which
is synonymous with random environment — can be investigated. Originally introduced by
Huse and Henley [HH85] in the physics literature to study interfaces of the Ising model with
random impurities, over the years, DPRE has become an object of mathematical interest
and lies at the heart of two areas of intense research in recent years. On the one hand, it
is one of the canonical examples in the Kardar-Parisi-Zhang (KPZ) universality class of
interface growth models, which has witnessed tremendous progress over the last two decades
in spatial dimension d “ 1 (see e.g. the surveys [QS15, Cor12, Cor16]); on the other hand,
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it provides a discretisation of the Stochastic Heat Equation (SHE) and (via the Cole-Hopf
transformation) of the Kardar-Parisi-Zhang (KPZ) equation, for which a robust solution
theory in d “ 1 has been developed only recently in the larger context of singular stochastic
partial differential equations (SPDE) [H13, H14, GIP15, Kup14, GJ14].

Our goal in this paper is to consider DPRE in the critical spatial dimension d “ 2, for
which much remains unknown. Our main result shows that, in a critical window for the
disorder strength, the family of partition functions of DPRE converges to a universal limit,
which can be interpreted as the solution of the (classically ill-defined) 2-dimensional SHE.
This is the first example of a singular SPDE for which a solution has been constructed in
the critical dimension and for critical disorder strength.

In the remainder of the introduction, we first recall the definition of DPRE, its basic
properties, and the works leading up to our current result. We then present our main results
and discuss their connections with singular SPDEs and related research.

1.2. The model. The first ingredient in the definition of DPRE is a simple symmetric
random walk pS “ pSnqně0,Pq on Zd, started at S0 “ 0. To specify a different starting time
m and position z, we will write Pp ¨ |Sm “ zq. The second ingredient is the disorder or random
environment, encoded by a family of i.i.d. random variables pω “ pωpn, zqq

nPN,zPZd ,Pq with
zero mean, unit variance and some finite exponential moments:

Erωs “ 0 , Erω2
s “ 1 ,

Dβ0 ą 0 such that λpβq :“ logEreβωs ă 8 @β P r0, β0s .
(1.1)

Given N P N, β ą 0, and a realization of ω, the polymer measure of length N P N and
disorder strength (inverse temperature) β in the random environment ω is given by

dPβ, ωN pS |S0 “ zq :“
1

Zβ, ωN pzq
e
řN´1
n“1 tβωpn,Snq´λpβqu dPpS |S0 “ zq , (1.2)

where

Zβ, ωN pzq “ E

„

e
řN´1
n“1 tβωpn,Snq´λpβqu

ˇ

ˇ

ˇ

ˇ

S0 “ z



(1.3)

is the partition function. Note that λpβq in the exponent ensures that ErZβ, ωN pzqs “ 1.
In the mathematical literature, DPRE was first studied by Imbrie and Spencer [IS88].

There have been many results since then, although many fundamental questions remain
open. We briefly recall what is known and refer to the recent monograph by Comets [Com17]
for more details and references.

DPRE exhibits a phase transition between a weak disorder phase and a strong disorder
phase. Using the martingale structure of the partition functions pZβ, ωN p0qqNPN, first identified
by Bolthausen in [Bo89], DPRE is said to be in the weak disorder (or strong disorder) phase
if the martingale converges almost surely to a positive limit (or to 0). It was later shown in
[CY06] that there is a critical value βc ě 0 such that strong disorder holds for β ą βc and
weak disorder holds for 0 ď β ă βc, where βc P p0,8q for d ě 3 [IS88, Bo89], and βc “ 0 for
d “ 1, 2 [CH02, CSY03] (see also [L10, BL17, N19]).

In the weak disorder phase, a series of works culminating in [CY06] showed that the
random walk under the polymer measure converges to a Brownian motion under diffusive
scaling of space and time, as if the disorder is not present. In the strong disorder phase, it is
believed that under the polymer measure, the path should be super-diffusive, but this has
only been proved for special integrable models in dimension d “ 1, see [J00, CH16]. Even less
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is known in d ě 2 due to the lack of integrable models within the same universality class. We
mention that the strong disorder phase can alternatively be characterised by the fact that
two polymer paths sampled independently in the same random environment have positive
overlap, see [CH02, CSY03, V07] and the more recent results [Cha19, BC20a, BC20b, Ba21].

1.3. The case d “ 2. Henceforth, we will focus on dimension d “ 2. Surprisingly, even
though βc “ 0, there is still a weak to strong disorder transition, which was identified in
[CSZ17b]. More precisely, if we choose β “ βN “ β̂{

?
logN , which is called an intermediate

disorder regime, then it was shown in [CSZ17b] that below the critical point β̂c “
?
π, the

partition function ZβN , ωN p0q converges in distribution to a log-normal random variable, which
is strictly positive, while at and above β̂c, it converges to 0 (such a transition does not occur
in d “ 1). This raises many interesting questions about the 2-dimensional DPRE.

There are two main perspectives in the study of the partition functions of DPRE. One is
to investigate the fluctuation of a single log-partition function logZβ, ωN p0q as N Ñ 8. In
d “ 1, this is conjectured to converge, under suitable rescaling, to the universal Tracy-Widom
distribution whenever β ą 0. Similar universal fluctuations are expected to arise in d ě 2
when β ą βc, although only numerical results are available so far [HH12, HH13]. In d “ 2

and in the intermediate disorder regime βN “ β̂{
?

logN with a sub-critical interaction
strength β̂ ă β̂c, [CSZ17b] showed that logZβ, ωN p0q converges to a universal normal limit
independent of the law of ω. The super-critical case β̂ ě β̂c remains a difficult challenge.

Another perspective, which we take in this paper, is to study the diffusively rescaled field
of partition functions indexed by all starting points in space-time:

`

UN pt, xq :“ Z
βN , ω
Nt p

?
Nxq

˘

tą0, xPR2 , (1.4)

as well as the diffusively rescaled field of log-partition functions:
`

HN pt, xq :“ logZ
βN , ω
Nt p

?
Nxq

˘

tą0, xPR2 . (1.5)

The fields UN and HN provide natural discretizations of the solutions of the two-dimensional
Stochastic Heat Equation (SHE) and Kardar-Parisi-Zhang equation (KPZ) respectively:

Btu “
1

2
∆u` β 9W u, (1.6)

Bth “
1

2
∆h`

1

2
|∇h|2 ` β 9W , (1.7)

where 9W “ 9W pt, xq denotes space-time white noise. These stochastic PDEs are singular and
ill-posed: even the recent breakthrough solution theories of regularity structures [H13, H14]
and paracontrolled distributions [GIP15, GP17] only apply in d “ 1 but not in the critical
dimension d “ 2. Therefore, if UN and HN admit non-trivial limits, then these limits are
natural candidates for the long-sought solutions of SHE and KPZ in d “ 2.

The study of the random field UN was initiated in [CSZ17b], which showed that in the
subcritical regime β̂ ă β̂c, the centered and rescaled random field

?
logN

`

UN pt, xq ´ 1
˘

converges to the solution of the so-called Edwards-Wilkinson equation, which is a Gaussian
free field at each time t. The study of the random field HN was first carried out in [CD20],†

which showed that
?

logN
`

HN pt, xq´ErHN pt, xqs
˘

is tight in N as a family of distribution-
valued random variables for β̂ sufficiently small; shortly after, [CSZ20] proved convergence to

†More precisely, [CD20] and [Gu20] both study the analogue of HN defined by mollifying the noise 9W in
(1.7) instead of discretizing space and time, while [CSZ17b] considered both types of regularizations.
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the solution of the same Edwards-Wilkinson equation as for UN for all β̂ ă β̂c (simultaneously,
the same result was proved in [Gu20] for β̂ sufficiently small).

In the much more interesting and delicate critical regime β̂ “ β̂c — there is in fact
a critical window of width Op1{ logNq around β̂c, see (1.11) below — the random field
UN pt, xq no longer needs any centering and rescaling. Its limiting correlation structure was
first identified in [BC98] through a different regularisation of the 2d SHE (1.6) (mollifying
the noise 9W instead of discretizing space and time). In [CSZ19b], the third moment of the
averaged random field UN pt, ϕq :“

ş

UN pt, xqϕpxqdx, for test functions ϕ, was computed
and shown to converge to a finite limit as N Ñ 8, which implies that all subsequential
limits of UN have the same correlation structure identified in [BC98] (tightness is trivial
since ErUN s ” 1). Subsequently, [GQT21] identified the limit of all moments of UN pt, ϕq (see
also the more recent work [Che21]). However, the uniqueness of the limit of UN remained
elusive and challenging, because the limiting moments identified in [GQT21] and [Che21]
grow too fast to uniquely determine the law of the random field.

Our main result settles this question and shows that, in the critical window around β̂ “ β̂c,
the random field UN indeed converges to a unique universal limit, which naturally provides
a notion of solution of the 2d SHE (1.6) for disorder strength β in the critical window.
Therefore, we name it the Critical 2d Stochastic Heat Flow.

1.4. Main results. To formulate our main results, we generalize the partition functions
in (1.3) by introducing a point-to-point version, where both the starting and ending positions
of the random walk are fixed: for M ď N P N0 “ t0, 1, 2, . . .u and w, z P Z

2 we set

Zβ, ωM,N pw, zq :“ E

„

e
řN´1
n“M`1tβωpn,Snq´λpβqu 1SN“z

ˇ

ˇ

ˇ

ˇ

SM “ w



, (1.8)

with the convention
řN´1
n“M`1t. . .u :“ 0 for N ďM ` 1.

To deal with parity issues, for x P R2 we denote by rrxss the closest point z P Z2
even :“

tpz1, z2q P Z2 : z1 ` z2 evenu; for s P R we define the even approximation rrsss :“ 2 ts{2u P

Zeven :“ 2Z. We then introduce the process of diffusively rescaled partition functions:†

ZβN
N “

ˆ

ZβN
N ; s,tpdx,dyq :“

N

4
Z
βN , ω
rrNsss,rrNtssprr

?
Nxss, rr

?
Nyssq dx dy

˙

0ďsďtă8

(1.9)

where dx dy denotes the Lebesgue measure on R2
ˆ R2, and βN will be defined shortly.

We regard ZβN
N ; s,tpdx, dyq as a random measure on R2

ˆ R2, where we equip the space of
locally finite measures on R2

ˆ R2 with the topology of vague convergence:

µN Ñ µ ðñ

ż

φpx, yqµN pdx, dyq Ñ

ż

φpx, yqµpdx,dyq @φ P CcpR
2
ˆ R2

q .

Our main result proves weak convergence of the law of Zβ
N as N Ñ 8, when β “ βN is

rescaled in a suitable critical window, that we define next. Let us introduce the sequence

RN :“
N
ÿ

n“1

ÿ

zPZ2

PpSn “ zq2 “
N
ÿ

n“1

PpS2n “ 0q “
N
ÿ

n“1

"

1

22n

ˆ

2n

n

˙*2

„
logN

π
, (1.10)

†Note that ErZβN , ωM,N pw, zqs “ PpSN “ z |SM “ wq “ Op 1
N´M

q “ Op 1
N
q for M{N ď c ă 1, by the local

limit theorem, which explains the prefactor N in (1.9). The extra factor 1
4
is due to periodicity.
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which is the expected overlap (number of collisions) between two independent simple
symmetric random walks starting from the origin in Z2 up to time N . Recalling that λp¨q is
the disorder log-moment generating function, see (1.1), the critical window for β “ βN is

eλp2βN q´2λpβN q ´ 1 “
1

RN

ˆ

1`
ϑ` op1q

logN

˙

, for some fixed ϑ P R . (1.11)

Since λpβq „ 1
2β

2 as β Ó 0, see (1.1), we have βN „ β̂c{
?

logN with β̂c “
?
π irrespective

of the parameter ϑ, which contributes to the second order asymptotics, see (3.12).
We can now state our main result, which will be proved in Section 9.

Theorem 1.1 (Critical 2d Stochastic Heat Flow). Fix βN in the critical window (1.11),
for some ϑ P R. As N Ñ8, the family of random measures ZβN

N “ pZβN
N ; s,tpdx, dyqq0ďsďtă8

defined in (1.9) converges in finite dimensional distributions to a unique limit

Z ϑ
“ pZ ϑ

s,tpdx, dyqq0ďsďtă8 ,

which we call the Critical 2d Stochastic Heat Flow. This limit Z ϑ is universal, in that it
does not depend on the law of the disorder ω except for the assumptions in (1.1).

We can infer directly from its construction some basic properties of the Critical 2d
Stochastic Heat Flow, which we collect in the next result, also proved in Section 9.

Theorem 1.2. The Critical 2d Stochastic Heat Flow Z ϑ is (space-time) translation invariant
in law:

pZ ϑ
s`a,t`apdpx` bq, dpy ` bqqq0ďsďtă8

dist
“ pZ ϑ

s,tpdx,dyqq0ďsďtă8 @a ě 0, @b P R2 ,

and it satisfies the following scaling relation:

pZ ϑ
as,atpdp

?
axq, dp

?
ayqqq0ďsďtă8

dist
“ paZ ϑ`log a

s,t pdx,dyqq0ďsďtă8 @a ą 0 . (1.12)

The first and second moments of Z ϑ are given by

ErZ ϑ
s,tpdx,dyqs “

1
2 g 1

2
pt´sqpy ´ xq dx dy ,

CovrZ ϑ
s,tpdx, dyq,Z

ϑ
s,tpdx

1, dy1qs “ 1
2 K

ϑ
t´spx, x

1; y, y1q dx dy dx1 dy1 ,
(1.13)

where g denotes the heat kernel in R2, see (3.20), and Kϑ is an explicit kernel, see (3.56).

Remark 1.3. The covariance kernel Kϑ
t´spx, x

1; y, y1q was first identified in [BC98] psee
also [CSZ19b]q and is logarithmically divergent near the diagonals x “ x1 or y “ y1.

We now briefly explain the proof strategy. As noted before, the moments of Z ϑ identified
in [GQT21] and [Che21] grow too fast to uniquely characterize the law of Z ϑ. The bounds
given in these works suggest that the n-th moment is at most of order exppexppn2

qq, while
our recent work [CSZ22] gives a lower bound of exppcn2

q. Physical arguments on the Delta-
Bose gas [Raj99] suggest that the growth should be exppexppnqq. It may thus be surprising
that we are still able to prove Theorem 1.1 and show that the limit is unique, without
criteria to uniquely identify the limit. Another prominent result of this nature, which gave
us inspiration, is the work of Kozma [Koz07] on the convergence of the three-dimensional
loop erased random walk with dyadic scaling of the lattice 2´NZ3.
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The basic strategy is to show that the laws of pZβN
N qNPN form a Cauchy sequence, i.e.

ZβN
N and ZβM

M are close in distribution for large N,M P N . (1.14)

To accomplish this, we first construct a coarse-grained model Z pcgq
ε p ¨ |Θq, for each ε P p0, 1q,

which is a function of a family Θ of coarse-grained disorder variables. We then perform a
coarse-graining approximation of the partition function on the time-space scale pεN,

?
εNq,

which shows that ZβN
N can be approximated by the coarse-grained model Z pcgq

ε p ¨ |Θq for
a specific choice of coarse-grained disorder Θ “ ΘN,ε that depends on N and ε, with an
approximation error which is small for small ε and large N (shown via second moment
bounds). As a consequence, we finally prove (1.14) by showing that the coarse-grained
models Z pcgq

ε p ¨ |Θq with Θ “ ΘN,ε and Θ “ ΘM,ε are close in distribution, for small ε ą 0
and large N,M P N (shown via a Lindeberg principle).

We give a more detailed proof outline in Section 2. Let us just highlight here the key
proof ingredients:

A. Coarse-Graining, which leads to a coarse-grained model with the same structure as
the original model, demonstrating a degree of self-similarity;

B. Time-Space Renewal Structure, which sheds probabilistic light on second moment
computations and leads in the continuum limit to the so-called Dickman subordinator;

C. Lindeberg Principle for multilinear polynomials of dependent random variables, which
controls the effect of changing Θ in the coarse-grained model Z pcgq

ε p ¨ |Θq;

D. Functional Inequalities for Green’s Functions of multiple random walks on Z2, which
yield sharp higher moment bounds for the coarse-grained model.

This framework is robust enough that it can also be used to show convergence of other
approximations of SHE (1.6) to the Critical 2d Stochastic Heat Flow.

Remark 1.4 (Mollified SHE). The same proof steps A, B, C, D can be carried out for
the solution uδ of the mollified SHE (1.6), where the space-time white noise 9W is mollified
spatially on the scale δ and β “ βδ is chosen in the corresponding critical window, that is
β2
δ “

2π
| log δ| `

ϑ`op1q

plog δq
2 pcf. (3.12)q. A key point is that coarse-graining uδ on the mesoscopic

scale leads to exactly the same coarse-grained model Z pcgq
ε p ¨ |Θq constructed in this paper,

just with a different family of coarse-grained disorder variables Θ “ Θδ,ε. This means that
the solution uδ of the mollified SHE would converge as δ Ó 0 to the same universal limit Z ϑ

in Theorem 1.1. We will not carry out the details here since the paper is long enough.

We remark that Clark has proved in [Cla21] an analogue of Theorem 1.1 for DPRE on
the hierarchical diamond lattice, which is particularly useful for renormalization analysis
and can mimic Euclidean lattices of different dimensions as the lattice parameters vary.
Furthermore, in [Cla22, Cla19b], he also constructed the continuum polymer measures and
studied their properties. This raises interesting questions as to whether similar results can
be proved for DPRE on the Euclidean lattice, where exact renormalization analysis is no
longer available. We point out that our work developed in parallel to that of Clark, and
our proof strategies share some common features, such as coarse-graining and controlling
distributional distances via a Lindeberg principle in our case vs. Stein’s method in [Cla21],
and showing that the laws of the partition functions form a Cauchy sequence.



THE CRITICAL 2D STOCHASTIC HEAT FLOW 7

Now that we have proved the existence of a unique limit Z ϑ —the Critical 2d Stochstic
Heat Flow — the next challenge will be to investigate its properties and characterize its law.

Remark 1.5 (Alternative scaling). The simple random walk on Z2 is 2-periodic and
each component has variance 1

2 . As a consequence, the diffusively rescaled partition functions
UN pt, xq in (1.4) provide a discretization of a slightly modified SHE (1.6), namely

Btũ “
1

4
∆ũ`

?
2β 9W ũ

(see [CSZ22, Appendix A.3] for more details). The SHE with the usual parameters in (1.6)
can be recovered via the change of variable UN pt, x?

2
q. Therefore to describe a candidate

solution of (1.6), we should consider the rescaled Critical 2d Stochastic Heat Flow given by
(recall (1.12))

xZ ϑ :“
`

Z ϑ
s,t

`

d x?
2
,d y
?

2

˘˘

0ďsďtă8

d
“

`

2 Z ϑ`log 2
2s,2t pdx,dyq

˘

0ďsďtă8
,

which is also normalized to have mean 1 rather than 1
2 (see (1.13)).

1.5. Related literature. We next discuss the connection between our work and
various results in the literature and point out some future directions of research.

Singular SPDEs. As explained in Section 1.3, the scaling limit Z ϑ in Theorem 1.1 can
be interpreted as the solution of the 2-dimensional SHE (1.6) in the critical window. For
SHE, dimension d “ 2 marks the critical dimension in the language of singular SPDEs and
renormalisation group theory. To define a solution for singular SPDEs, such as SHE and
KPZ in (1.6)-(1.7), a standard approach is to mollify the space-time noise 9W in space on
the scale of ε, and then try to identify a scaling limit as ε Ó 0. Discretizing space-time by
considering a lattice model, such as the DPRE that we study in this paper, is just another
way of removing the singularity on small scales (also known as ultraviolet cutoff).

All existing solution theories for singular SPDEs, including regularity structures [H13, H14],
paracontrolled distributions [GIP15, GP17], the renormalization group approach [Kup14],
or energy solutions [GJ14], do not apply at the critical dimension. The only singular SPDEs
for which progress has been made in defining its solution at the critical dimension are SHE
and KPZ (via the Cole-Hopf transform). The phase transition identified in [CSZ17b] was
unexpected, and to the best of our knowledge no such transition has been established for
other singular SPDEs in the critical dimension. Theorem 1.1 is thus the first result to define
a solution for a singular SPDE at the critical dimension and for critical disorder strength.

In dimension d “ 2, recently there has also been significant progress in understanding the
solution of the anisotropic version of the KPZ equation (aKPZ), which differs from (1.7)
in that |∇v|2 “ pBx1

vq2 ` pBx2
vq2 therein is replaced by pBx1

vq2 ´ pBx2
vq2. This case is also

beyond the reach of existing solution theories, and unlike the isotropic KPZ, it cannot be
linearized via the Cole-Hopf transformation. Cannizzaro, Erhard, and Schönbauer [CES21]
regularized the aKPZ via a cutoff in Fourier space, instead of discretizing space and time or
mollifying the noise on the spatial scale ε (all are ultraviolet cutoffs). They showed that if
the non-linear term pBx1

vq2´ pBx2
vq2 is rescaled by a factor λ{

a

| log ε|, then the solution of
the regularized aKPZ is tight with non-trivial limit points, which is the anisotropic analogue
of [CD20]. Very recently, Cannizzaro, Erhard, and Toninelli [CET21] succeeded in proving
that the limit is in fact Gaussian and solves the Edwards-Wilkinson equation, which is
the anisotropic analogue of [CSZ20, Gu20]. In contrast to the isotropic case (1.7), there is
no phase transition in λ for the aKPZ. The same authors also studied the aKPZ without
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scaling the non-linearity, and in a surprising result [CET20a, CET20b], they showed that
the solution exhibits logarithmic superdiffusive behaviour.

In the supercitical dimensions d ě 3, the transition between the weak and strong disorder
phases for the directed polymer is long known [Com17] and has a natural counterpart for
SHE and KPZ. In recent years, there have been many studies on the solutions of SHE
and KPZ via mollification, namely, analogues of the random fields UN and HN defined in
(1.4)-(1.5). These studies are all in the weak disorder regime and are analgous to results in
d “ 2, see e.g. [MU18, MSZ16, CN21, CNN22, CCM20, GRZ18, DGRZ20, LZ22].

Coarse-graining. The first step in our approach is to construct a coarse-grained model.
Coarse-graining has a long history in statistical mechanics and renormalisation theory. In
the framework of directed polymer models, coarse-graining has played a crucial role in
the studies by Lacoin [L10] and Berger-Lacoin [BL17] on free energy asymptotics, which
extended previous works in the literature of pinning models, see [Gi11], from which we single
out the fundamental work of Giacomin-Lacoin-Toninelli [GLT10].

In our analysis, we need a family of coarse-grained models which provide a sharp approxi-
mation of the partition function at the critical point, while the works mentioned above used
coarse-grained models to provide upper bounds away from the critical point. The need for
a sharper approximation creates several challenges, which lead to the refined estimates in
Sections 5 and 8 and the development of the enhanced Lindeberg principle in Appendix A.

DPRE on hierarchical lattices. In a series of papers [Cla21, Cla22, Cla19b], Clark
successfully treated the directed polymer model on hierarchical diamond lattices at the
“critical dimension” and in the critical window of disorder strength, which contains an
analogue of Theorem 1.1 and more. Due to their tree-like structure, hierarchical lattices
are especially convenient for performing exact renormalization group calculations that are
typically intractable on the Euclidean lattice. By tuning suitable parameters (such as the
number of branches and the number of segments along each branch), hierarchical lattices
can mimic Euclidean lattices with different spatial dimensions. When the branch number
equals the segment number, hierarchical lattices mimic Z2. For DPRE on these lattices,
Clark was able to prove in [Cla21] the analogue of Theorem 1.1.

Exploiting the structure of hierarchical lattices, in [Cla22], Clark was able to use the
limiting partition functions obtained in [Cla21] to construct a continuum version of the
polymer measure and study its properties. Furthermore, in [Cla19b], he identified an
interesting conditional Gaussian Multiplicative Chaos (GMC) structure among the continuum
polymer measures with different parameter ϑ (similar to ϑ in Theorem 1.1). These results
raise interesting questions as to whether similar results can be obtained for DPRE on the
Euclidean lattice. In this respect, Theorem 1.1 provides the starting point.

Continuum polymer measure. A continuum version of the DPRE polymer measure in
dimension d “ 1 was constructed in [AKQ14a, AKQ14b], exploiting the continuum limit
of the point-to-point partition functions. The same approach was applied in [CSZ16] to
pinning models with tail exponent α P p1

2 , 1q. An essential feature of these constructions,
as well as the one by Clark [Cla22] in the hierarchical setting in the critical regime, is that
the continuum partition functions are random functions of the polymer endpoints. The
same holds for DPRE in dimension d “ 2 in the subcritical regime βN „ β̂{

?
logN , with

β̂ ă β̂c “
?
π, where it was recently shown in [Ga21] that the discrete polymer measure,

diffusively rescaled, converges to the law of Brownian motion.
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The situation for DPRE in dimension d “ 2 in the critical window is radically different,
because the continuum partition functions Zϑ

z,tpdx, dyq given in Theorem 1.1 are only random
measures and undefined pointwise. The point-to-plane partition function ZβN ,ωN defined in
(1.3) in fact converges to 0 as N Ñ8, as shown in [CSZ17b]. For this reason, constructing
a continuum version of the polymer measure — or studying the scaling properties of the
discrete polymer measure — started from a fixed point, remains a significant challenge.
However, if we consider discrete polymer measures with the starting point chosen uniformly
from a ball on the diffusive scale, then the same proof strategy as that for Theorem 1.1
should be applicable to show that the measures converge to a continuum polymer measure
starting from a ball, whose finite dimensional distributions are uniquely determined.

Schrödinger operators with point interactions. When the disorder ω is standard
normal, a direct calculation shows that for k P N, the k-th moment of the polymer partition
function in (1.3) is the exponential moment (with parameter β2) of the total pairwise
collision local time up to time N among k independent random walks on Z2. When k “ 2,
by a classic result of Erdös and Taylor [ET60] (see also [GaSu09]), the collision local time
rescaled by 1{ logN converges to an exponential random variable with parameter π. In
the critical window we consider here, we have βN “ β̂c{

?
logN with β̂c “

?
π, and hence

the parameter of the exponential moment matches exactly the parameter of the limiting
exponential random variable, making the moment analysis particularly delicate.

Via the Feynman-Kac formula, it can also be seen that the k-th moment of the partition
function is the solution of a discrete space-time parabolic Schrödinger equation with a
potential supported on the diagonal (point interaction). In the continuum setting, there
have been a number of studies on the Schrödinger operator with point interactions (also
called Delta-Bose gas) in dimension d “ 2 [AGH+05, AFH+92, DFT94, DR04]. Using ideas
from these studies, especially the works of Dell’Antonio-Figari-Teta [DFT94] and of Dimock-
Rajeev [DR04], Gu, Quastel, and Tsai [GQT21] were able to compute asymptotically all
moments of the averaged solution of the mollified SHE, which are analogues of the averaged
polymer partition functions ZβN

N ; s,tpϕ,ψq :“
ť

ϕpxqψpyqZβN
N ; s,tpdx, dyq in (1.9), with ϕ and

ψ assumed to be in L2 in [GQT21]. Previously, only the third moment had been obtained in
[CSZ19b]. When ϕ is a delta function, the moments of ZβN

N ; s,tpϕ,ψq diverge as N Ñ8, and
the asymptotics of the third moment has been investigated in [F16]. But all mixed moments
of the form E

“
śn
i“1 Z

βN
N ; s,tpϕi, ψiq

‰

converge if ϕi are chosen to be distinct δ functions, which
was shown recently by Chen in [Che21].

As an input to the Lindeberg principle mentioned in the proof sketch for Theorem 1.1,
we need to bound the fourth moment of the coarse-grained model, which approximates the
original partition function. The results from the Schrödinger operator literature and [GQT21]
are not applicable in our setting, because they rely on explicit Fourier calculations. We
therefore develop an alternative and more robust approach based on functional inequalities
for Green’s function of multiple random walks on Z2, see Lemma 6.8. Instead of working
with ϕ,ψ P L2 as in [GQT21], we can work with weighted Lp–Lq spaces with 1

p `
1
q “ 1. The

choice of a weight allows us to consider a wider class of boundary conditions, such as ψ ” 1
and ϕ an approximate delta function, and also to control spatial decay when the support of
ϕ and ψ are far apart, all of which are needed in our proof. See Section 6 for more details.

Lindeberg principle. A Lindeberg principle is said to hold when the law of a function Φ
of a family of random variables does not change much if the family of random variables is
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switched to another family with some matching moments. Lindeberg principles have been
very powerful tools in proving universality. The usual formulation such as in [Cha06] requires
the family of random variables to be independent (or exchangeable), and Φ needs to have
bounded first three derivatives. This is not satisfied when Φ is a multilinear polynomial,
whose derivatives are unbounded. This case was addressed in [Rot79, MOO10] when the
arguments are independent random variables (see also [CSZ17a]).

In the proof of Theorem 1.1, we need to deal with a multilinear polynomial of dependent
random variables with a local form of dependence. We formulate an extension of the
Lindeberg principle to this setting in Appendix A. Our calculations are inspired by a work
of Röllin on Stein’s method [Rol13], which is an analogue of [Cha06] for a function Φ (with
bounded first three derivatives) of dependent random variables.

1.6. Structure of the paper. The rest of the paper is organized as follows.

‚ In Section 2, we give a detailed proof outline.

‚ In Section 3, we introduce some basic notation and tools that we need for the rest of
the paper, which includes in particular the polynomial chaos expansion and second
moment asymptotics for the partition function.

‚ In Section 4, we define the coarse-grained model Z pcgq
ε p ¨ |Θq and the coarse-grained

disorder Θ “ ΘN,ε. Then in Section 5, we show that Z pcgq
ε p ¨ |ΘN,εq provides a good

L2 approximation for the diffusively rescaled partition functions ZN in (1.9).

‚ In Sections 6, 7 and 8, we derive key moment bounds for ZN , ΘN,ε and Z pcgq
ε p ¨ |Θq.

‚ In Section 9, we wrap up the proof of our main results: Theorems 1.1 and 1.2.

‚ In Appendix A, we formulate an enhanced Lindeberg principle for multilinear polyno-
mials of dependent random variables.

Notation. We denote by CbpR
d
q, resp. CcpR

d
q, the space of bounded, resp. compactly

supported functions ϕ : Rd Ñ R. The usual Lp norms will be denoted by }ϕ}p for functions
ϕ : Rd Ñ R and by }X}Lp for random variables X. For notational simplicity, we will use
c, C,C 1, C2 to denote generic constants, whose values may change from place to place.

2. Proof outline

We elaborate in more detail our proof strategy for Theorem 1.1, especially the coarse-
graining procedure. After reading the proof strategy, to see how the pieces fit together
more precisely, we encourage the reader to go directly to Section 9.1 to read the proof of
Theorems 1.1 and 1.2. The proof is contingent on some earlier results, such as Theorems 4.7
and 8.1, but otherwise is mostly self-contained.

Recalling (1.9), we just consider a single averaged partition function

ZN :“ ZβN
N,0,1pϕ,ψq “

ż

R2
ˆR2

ϕpxqψpyqZβN
N,0,1pdx,dyq ,

for some ϕ P CcpR
2
q, ψ P CbpR

2
q, and βN “ βN pϑq chosen as in (1.11) for some fixed ϑ P R.

To prove that ZN converges in distribution to a limit as claimed in Theorem 1.1, we will
show that the laws of pZN qNPN form a Cauchy sequence.
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The starting point of our analysis is a polynomial chaos expansion for ZN , which will be
recalled in more detail in Section 3.3. In short, by introducing the i.i.d. random variables

ξN pn, zq :“ eβNωpn,zq´λpβN q ´ 1, pn, zq P Nˆ Z2,

which have mean 0 and variance σ2
N as in (1.11), we can expand ZN as a multilinear

polynomial in the ξN ’s as follows:

ZN “ qN0,N pϕ,ψq`

1

N

8
ÿ

r“1

ÿ

z1,...,zrPZ
2

0ăn1ă...ănrăN

qN0,n1
pϕ, z1q ξN pn1, z1q

#

r
ź

j“2

qnj´1,nj
pzj´1, zjqξN pnj , zjq

+

qNnr,N pzr, ψq ,
(2.1)

where qm,npx, yq :“ PpSn “ y|Sm “ xq is the random walk transition kernel, and qNm,npϕ, z1q,
qNm,npzr, ψq, q

N
m,npϕ,ψq are the averages of qm,npx, yq w.r.t. ϕpx{

?
Nq, ψpy{

?
Nq, or both

(see (3.16)-(3.18)).
Each term in the sum in (2.1) contains a sequence of disorder variables pξN pnj , zjqq1ďjďr

linked by random walk transition kernels, and different terms in the sum are L2-orthogonal.
We will see that when it comes to second moment calculations, the sequence of points
pn1, z1q, . . . , pnr, zrq can be interpreted as a time-space renewal configuration.

Before explaining our proof strategy and ingredients, we first give a heuristic calculation
that already shows universality, namely that as N Ñ 8, the limiting law of ZN in (2.1)
(if a unique limit exists) does not depend on the law of the i.i.d. random variables ξN p¨, ¨q
provided the first two moments are unchanged. The heuristic is based on a Lindeberg
principle, which will help to illustrate some key ideas in our proof.

A. Heuristic Calculation. Let us write ZN pξN q to emphasise the dependence on
the i.i.d. family ξN p¨, ¨q, and let ZN pηN q be defined similarly with ξN replaced by an i.i.d.
family ηN with matching first two moments and finite third moment. To show that ZN pξN q
and ZN pηN q are close in law, it suffices to show that for any f : RÑ R with bounded first
three derivatives,

lim
NÑ8

|fpZN pξN qq ´ fpZN pηN qq| “ 0. (2.2)

This difference can be bounded by a Lindeberg principle. In particular, we can apply Theorem
A.4 to the case of i.i.d. random variables (the sums in (A.9)-(A.10) will only contain indices
k “ l “ m due to the i.i.d. assumption) to get the bound

|fpZN pξN qq ´ fpZN pηN qq| ď C}f3}8
ÿ

1ďnďN,zPZ2

ż 1

0
Er|Bpn,zqZpξ

ptq
N q|

3
sdt, (2.3)

where ξptqN :“
?
t ξN `

?
1´ t ηN interpolates between ηN and ξN , and Bpn,zqZpξN q denotes

partial derivative w.r.t. ξN pn, zq. Since ZpξptqN q is a multilinear polynomial in ξptqN p¨, ¨q, it is
easily seen from (2.1) that

Bpn,zqZpξ
ptq
N q “

1

N
Zpϕ, pn, zqqZppn, zq, ψq,

where Zppn, zq, ψq is the point-to-plane partition function starting from the point pn, zq and
terminating at time N with boundary condition ψ, and Zpϕ, pn, zqq is the plane-to-point par-
tition function with initial boundary condition ϕ and terminating at the point pn, zq. Since ϕ
has compact support, only pn, zq on the diffusive scale (n of order N and z P Z2 of order

?
N)
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contribute to the sum in (2.3), and there are N2 such terms. This sum is more than compen-
sated by the factor 1

N
3 from Er|BξN pn,zqZpξN q|

3
s “ 1

N
3 Er|Zpϕ, pn, zqq|3sEr|Zppn, zq, ψq|3s,

where we used the independence between Zpϕ, pn, zqq and Zppn, zq, ψq. To deduce (2.2), it suf-
fices to show that the moment of the point-to-plane partition function Er|Zppn, zq, ψq|3s ! N
as N Ñ8, which holds by Remark 6.5 below.

This heuristic can be made rigorous using the results we establish in Section 6. But this
argument will not show that ZN pξN q has a unique limit in law. For that, we need to define
coarse-grained models and compare ZN pξN q, for different N , with the same coarse-grained
model. We outline the proof strategy below, which contains many of the same ideas in the
heuristic above, but in a more complicated setting.

A. Coarse-graining. As a first step, for each ε P p0, 1q, we approximate ZN in L2

by a coarse-grained model Z pcgq
ε pϕ,ψ|ΘN,εq, which is a multi-linear polynomial in suitable

coarse-grained disorder variables ΘN,ε and depends on N only through ΘN,ε. The details
will be given in Section 4. Here we give a sketch.

We partition Nˆ Z2 into mesoscopic time-space boxes

BεN pi, aq :“ ppi´ 1qεN, iεN s
loooooooomoooooooon

TεN piq

ˆppa´ p1, 1qq
?
εN, a

?
εN s

looooooooooooooomooooooooooooooon

SεN paq

X Z3
even , (2.4)

where pi, aq P Nˆ Z2 is the mesoscopic time-space index of BεN pi, aq, which has temporal
width εN and spatial side length

?
εN , and pa´b, as “ pa1´b1, a1sˆpa2´b2, a2s for squares

in R2. We then decompose the sum in (2.1) according to the sequence of mesoscopic time
intervals TεN pi1q, . . . , TεN pikq visited by the renewal configuration pn1, z1q, . . . , pnr, zrq. For
each TεN pijq, we then further decompose according to the first and last mesoscopic spatial
boxes SεN pajq,SεN pa

1
jq visited in this time interval. This replaces the microscopic sum over

pn1, z1q, . . . , pnr, zrq in (2.1) by a mesoscopic sum over time-space renewal configurations
pi1; a1, a

1
1q, . . . , pik; ak, a

1
kq, which specify the sequence of mesoscopic boxes BεN pij , ajq and

BεN pij , a
1
jq visited. See Figure 1 for an illustration.

Ideally, we would like to replace each random walk kernel qn,mpx, yq in (2.1) that connects
two consecutive visited mesoscopic boxes BεN pij , a

1
jq Q pn, xq and BεN pij`1, aj`1q Q pm, yq by

a corresponding heat kernel. Namely, by the local limit theorem (3.21), replace qn,mpx, yq by

2 g1
2 pij`1´ijqεN

ppaj`1 ´ a1jq
?
εNq “

2

εN
g1

2 pij`1´ijq
paj`1 ´ a1jq ,

where the factor 2 is due to periodicity. With such replacements, given a mesoscopic renewal
configuration pi1; a1, a

1
1q, . . . , pik; ak, a

1
kq, as we sum over compatible microscopic renewal

configurations pn1, z1q, . . . , pnr, zrq in (2.1), the contributions of ξN pn, zq from each interval
TεN pijq would decouple, leading to a product of coarse-grained disorder variables of the form

ΘN,εpij ; aj , a
1
jq :“

2

εN

8
ÿ

r“1

ÿ

pn1,z1q,...,pnr,zrqPZ
3
even

z1PSεN pajq,zrPSεN pa
1
jq

n1ă¨¨¨ănr, niPTεN pijq

ξN pn1, z1q

r
ź

j“2

qnj´1,nj
pzj´1, zjqξN pnj , zjq , (2.5)

with consecutive coarse-grained disorder variables ΘN,εpij ; aj , a
1
jq and ΘN,εpij`1; aj`1, a

1
j`1q

linked by the heat kernel g1
2 pij`1´ijq

paj`1 ´ a1jq (we absorbed the factor 2
εN into (2.5)). This

would give our desired coarse-grained model Z pcgq
ε pϕ,ψ|ΘN,εq.
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¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨

Ø
Ù

εN

?
εN

ÐÝÝÑ ÐÝÝÑÐÑ
ě Kε ě KεďKε

Figure 1. An illustration of the chaos expansion for the coarse-grained
model (2.7). The solid laces represent heat kernels linking consecutively
visited mesoscopic time-space boxes. The grey blocks represent the regions
defining the coarse-grained disorder variables ΘN,ε. The double block in the
middle represents a coarse-grained disorder variable ΘN,εp

~i,~aq visiting two
mesoscopic time intervals TεN piq and TεN pi

1
q with |i1´ i| ď Kε “ plog 1

ε q
6 and

cannot be decoupled.

Unfortunately, this ideal procedure does not produce a sharp approximation of the partition
function ZN in (2.1). Indeed, the kernel replacement

qn,mpx, yq ù
2

εN
g1

2 pij`1´ijq
paj`1 ´ a1jq (2.6)

induces an L2-error, and this error is small (in the sense that it vanishes as ε Ó 0, uniformly in
large N) only if ij`1´ ij is sufficiently large (we will choose it to be larger than Kε “ plog 1

ε q
6)

and |aj`1 ´ a1j | is not too large on the diffusive scale (we will choose it to be smaller than
Mε

a

ij`1 ´ ij with Mε “ log log 1
ε ). We address this issue as follows.

The first crucial observation is that, modulo a small L2 error, microscopic renewal
configurations pn1, z1q, . . . , pnr, zrq in (2.1) cannot visit three or more mesoscopic time
intervals TεN pijq, TεN pij`1q, and TεN pij`2q with both ij`1 ´ ij ď Kε and ij`2 ´ ij`1 ď Kε

(see Lemma 5.1 below). Furthermore, with a small L2 error, we can also enforce a diffusive
truncation |aj`1´a1j | ďMε

a

ij`1 ´ ij (see Lemma 5.6 below). We will then make the random
walk/heat kernel replacement (2.6) only between mesoscopic boxes BεN pij , a

1
jq Q pn, xq and

BεN pij`1, aj`1q Q pm, yq that satisfy the constraint ij`1 ´ ij ą Kε.
After such kernel replacements, what are left between the heat kernels decouple and

appear as a product of two types of coarse-grained disorder variables:

‚ one type is as given in (2.5), which visits a single mesoscopic time interval TεN piq;
‚ another type visits two mesoscopic time intervals TεN piq and TεN pi

1
q, with i1 ´ i ď Kε:

we denote it by ΘN,εp
~i,~aq with ~i “ pi, i1q and ~a “ pa, a1q, where a identifies the first

mesoscopic spatial box visited in the time interval TεN piq, while a1 identifies the last
mesoscopic spatial box visited in the time interval TεN pi

1
q (see (4.11)).
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This leads to the actual coarse-grained model we will work with:

Z pcgq
ε pϕ,ψ|Θq :“ 1

2 g 1
2
pϕ,ψq`

ε

2

plog 1
ε
q
2

ÿ

r“1

ÿ

p~i1,...,~irq
p~a1,...,~arq

g 1
2
i1
pϕε, a1qΘp~i1,~a1q

#

r
ź

j“2

g 1
2
pij´i

1
j´1q
paj ´ a1j´1qΘp~ij ,~ajq

+

g 1
2
p 1
ε
´i
1
rq
pa1r, ψεq,

(2.7)

where ϕε and ψε are averaged versions of ϕ and ψ on the spatial scale
?
ε, while gi{2pϕε, aq,

gi{2pa
1, ψεq, gi{2pϕε, ψεq are averages of the heat kernel gi{2pa´ a1q w.r.t. ϕε, ψε, or both.

In the sum in (2.7), we have hidden the various constraints on the mesoscopic time-space
variables for simplicity (see (4.8) for the complete definition). Also note that in (2.7) we
denote by Θ “ pΘp~i,~aqq a generic family of coarse-grained disorder variables; in order to
approximate the averaged partition function ZN , we simply set Θ “ ΘN,ε.

Remark 2.1 (Self-similarity). The coarse-grained model Z pcgq
ε pϕ,ψ|Θq in (2.7) has the

same form as the original partition function ZN in (2.1), with 1{ε in place of N , ΘN,ε in
place of ξN , and the heat kernel gi{2 in place of the random walk kernel qn. This shows a
remarkable degree of self-similarity: coarse-graining retains the structure of the model.

B. Time-Space Renewal Structure. Once we have defined precisely the coarse-
grained model Z pcgq

ε pϕ,ψ|ΘN,εq, see Section 4, we need to show that it indeed provides a
good L2 approximations of the original partition function ZN , in the following sense:

lim
εÓ0

lim sup
NÑ8

›

›Z pcgq
ε pϕ,ψ|ΘN,εq ´ ZN

›

›

2

L
2 “ 0 . (2.8)

This approximations will be carried out in Section 5, where we rely crucially on the time-
space renewal interpretation of the sum in (2.1), which in the continuum limit with N Ñ8

leads to the so-called Dickman subordinator [CSZ19a]. This will be reviewed in Section 3.5.

C. Lindeberg Principle. In view of (2.8), given ε ą 0 small, we can approximate
ZN by Z pcgq

ε pϕ,ψ|ΘN,εq, where the L2 error is uniform in large N and tends to 0 as
ε Ó 0. To prove that the laws of pZN qNPN form a Cauchy sequence, it then suffices to show
that given ε ą 0 we can bound the distributional distance between Z pcgq

ε pϕ,ψ|ΘM,εq and
Z pcgq
ε pϕ,ψ|ΘN,εq uniformly in M ě N large, and furthermore, this bound can be made

arbitrarily small by choosing ε ą 0 sufficiently small. This would then complete the proof
that ZN converges in distribution to a unique limit.

The control of the distributional distance is carried out via a Lindeberg principle for the
coarse-grained model Z pcgq

ε pϕ,ψ|ΘN,εq, which is a multilinear polynomial in the family of
coarse-grained disorder variables ΘN,ε “ tΘN,εp

~i,~aqu. We note that ΘN,εppi, i
1
q, pa, a1qq and

ΘN,εppj, j
1
q, pb, b1qq have non-trivial dependence if pi, aq or pi1, a1q coincides with either pj, bq or

pj1, b1q. We thus need a Lindeberg principle for multilinear polynomials of dependent random
variables, which we formulate in Appendix A and is of independent interest.

D. Functional Inequalities for Green’s Functions. To successfully apply
the Lindeberg principle, we need to control the second and fourth moments of the coarse-
grained disorder variables ΘN,ε. We also need to control the influence of each ΘN,ε, which
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boils down to bounding the fourth moment of the coarse-grained model Z pcgq
ε pϕ,ψ|ΘN,εq,

with the choice of boundary conditions ψ ” 1 and ϕpxq “ 1
ε1|x|ď

?
ε.

The moment bounds on ΘN,ε and Z pcgq
ε pϕ,ψ|ΘN,εq are technically the most delicate

parts of the paper, especially since we need to allow ϕpxq “ 1
ε1|x|ď

?
ε and ψ ” 1. Since the

structure of ΘN,ε is similar to an averaged partition function, we will first derive general
moment bounds on the averaged partition function ZN in Section 6. The fourth moment
bound on ΘN,ε then follows as a corollary in Section 7.

The approach we develop is different from the methods employed in [GQT21] to bound
the moments of the averaged solution of the mollified SHE. Our approach is based on
functional inequalities for the Green’s function of random walks (see Lemma 6.8) and it is
robust enough to be applied also to the coarse-grained model defined in (2.7), which will be
carried out Section 8.

3. Notation and tools

In this section, we introduce some basic notation and tools, including the polynomial chaos
expansion for the partition function, random walk estimates, the renewal interpretation for
the second moment of partition functions and the Dickman subordinator that arises in the
continuum limit.

3.1. Random walk and disorder. As in Section 1.2, let pS “ pSnqně0,Pq be the
simple symmetric random walk on Z2, whose transition kernel we denote by

qnpzq :“ PpSn “ zq , qm,npx, zq :“ qn´mpz ´ xq “ PpSn “ z |Sm “ xq . (3.1)

Let pω “ pωpn, zqq
nPN,zPZ2 ,Pq be the disorder, given by a family of i.i.d. random variables

with zero mean, unit variance and locally finite exponential moments, see (1.1).
The expected overlap between two independent walks is (see [CSZ19a, Proposition 3.2])

RN :“
N
ÿ

n“1

ÿ

zPZ2

qnpzq
2
“

N
ÿ

n“1

q2np0q “
logN

π
`
α

π
` op1q

with α :“ γ ` log 16´ π » 0.208 , γ :“ ´
ş8

0 e´u log udu » 0.577 .

(3.2)

Note that RN is the expected number of collisions up to time N between two independent
copies of the random walk S when both start from the origin. Also note that γ is the
Euler-Mascheroni constant. We further define

upnq :“
ÿ

xPZ2

qnpxq
2
“ q2np0q „

1

π
¨

1

n
as nÑ8 , (3.3)

where the asymptotic behavior follows by the local limit theorem, see (3.21) below.
In order to deal with the periodicity of simple random walk, we set

Zdeven :“ tz “ pz1, . . . , zdq P Z
d : z1 ` . . .` zd is evenu . (3.4)

Given x P Rd with d ě 2, we denote by rrxss the point in Zdeven closest to x (fix any convention
to break the tie if rrxss is not unique). More explicitly, we have

rrxss “ v P Zdeven ðñ x P Bpvq :“
 

x P Rd : |x1 ´ v1| ` . . .` |xd ´ vd| ă 1
(

. (3.5)
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For s P R it is convenient to define the even approximation rrsss P 2Z by

rrsss :“ 2

Z

s

2

^

. (3.6)

3.2. Partition functions at criticality. The point-to-point partition functions
ZβM,N pw, zq were defined in (1.8). We mainly consider the case M “ 0, for which we write

ZβN pw, zq “ E

„

e
řN´1
n“1 tβωpn,Snq´λpβqu 1SN“z

ˇ

ˇ

ˇ

ˇ

S0 “ w



. (3.7)

The field of diffusively rescaled partition functions Zβ
N ;s,tpdx, dyq was introduced in (1.9).

In the special case s “ 0 we simply write:

Zβ
N,tpdx, dyq :“

N

4
Zβ
rrNtssprr

?
Nxss, rr

?
Nyssq dx dy ,

where we recall that dxdy denotes the Lebesgue measure on R2
ˆ R2. We next define

averaged partition functions Zβ
N,tpϕ,ψq for suitable ϕ,ψ : R2

Ñ R:

Zβ
N,tpϕ,ψq :“

ĳ

R2
ˆR2

ϕpxqZβ
N,tpdx, dyqψpyq

“
1

4N

ĳ

R2
ˆR2

ϕp x?
N
q Zβ

rrNtssprrxss, rryssq ψp
y
?
N
q dx dy .

(3.8)

We can rewrite the integrals in (3.8) as sums. For a locally integrable function ϕ : R2
Ñ R,

we define ϕN : Z2
even Ñ R as the average of ϕp ¨?

N
q over cells Bpvq Ď R2, see (3.5):

ϕN pvq :“
1

|Bpvq|

ż

Bpvq

ϕ
`

x?
N

˘

dx “
1

2

ż

t|x1´v1|`|x2´v2|ă1u

ϕ
`

x?
N

˘

dx . (3.9)

If we similarly define ψN : Z2
even Ñ R given ψ : R2

Ñ R, we can rewrite the second line of
(3.8) as a sum over the points v “ rrxss, w “ rryss P Z2

even as follows:

Zβ
N,tpϕ,ψq “

1

N

ÿ

v,w PZ2
even

ϕN pvq Z
β
rrNtsspv, wq ψN pwq . (3.10)

Remark 3.1 (Parity issue). Let Zdodd :“ ZdzZdeven. If in (3.10) we sum over v, w P Z2
odd,

we obtain an alternative “odd version” of the averaged partition function, which is independent
of the “even version” because two simple random walks started at even vs. odd sites can never
meet. This explains why we enforce a parity restriction in (3.10).

Finally, we recall the critical window of the disorder strength (inverse temperature) that
was introduced in (1.11). Given the definition (3.2) of RN , for some fixed ϑ P R, we choose
β “ βN “ βN pϑq such that

σ2
N :“ VarreβNω´λpβN qs “ eλp2βN q´2λpβN q ´ 1 “

1

RN

ˆ

1`
ϑ` op1q

logN

˙

. (3.11)
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We can spell out this condition more explicitly in terms of βN (see [CSZ19a, Appendix A.4]):

β2
N “

1

RN
´

κ3

pRN q
3{2
`
ϑ{π ` p3

2κ
2
3 ´

7
12κ4 ´

1
2q

pRN q
2 ` o

ˆ

1

pRN q
2

˙

“
π

logN
´

κ3 π
3{2

plogNq3{2
`
πpϑ´ αq ` π2

p3
2κ

2
3 ´

7
12κ4 ´

1
2q

plogNq2
` o

ˆ

1

plogNq2

˙

,

(3.12)

where κ3, κ4 are the disorder cumulants, i.e. λpβq “ 1
2β

2
`

κ3
3! β

3
`

κ4
4! β

4
` opβ4

q as β Ó 0,
and α » 0.208 is as in (3.2). Henceforth we always set β “ βN .

3.3. Polynomial chaos expansion. We now recall the polynomial chaos expansion
of the partition function. This is based on the following product expansion, valid for any set
A and any family of real numbers phnqnPA labelled by A:

e
ř

nPA hn “
ź

nPA

`

1` pehn ´ 1q
˘

“ 1`
ÿ

H‰BĎA

ź

nPB

pehn ´ 1q . (3.13)

If we apply (3.13) to the partition function ZβNd,f px, yq in (1.8), by (3.1) we obtain

Z
βN
d,f px, yq ´ qd,f px, yq

“ E

„

´

e
řf´1
n“d`1

ř

zPZ2 pβNωpn,zq´λpβN qq1Sn“z ´ 1
¯

1Sf“y

ˇ

ˇ

ˇ

ˇ

Sd “ x



“

8
ÿ

r“1

ÿ

dăn1ă...ănrăf

z1,...,zrPZ
2

E

«#

r
ź

j“1

´

e
pβNωpnj ,zjq´λpβN qq1Snj

“zj
´ 1

¯

+

1Sf“y

ˇ

ˇ

ˇ

ˇ

ˇ

Sd “ x

ff

.

Recalling (3.11), we introduce a family pξN pn, zqqpn,zqPZ2 of i.i.d. random variables by

ξN pn, zq :“ eβNωpn,zq´λpβN q ´ 1

so that ErξN pn, zqs “ 0 , VarrξN pn, zqs “ σ2
N .

(3.14)

These variables allow us to write

epβNωpn,zq´λpβN qq1Sn“z ´ 1 “ peβNωpn,zq´λpβN q ´ 1q1Sn“z “ ξN pn, zq1Sn“z ,

hence, by the Markov property for the random walk with kernel q, we get

Z
βN
d,f px, yq “ qd,f px, yq `

8
ÿ

r“1

ÿ

dăn1ă...ănrăf

z1,...,zrPZ
2

qd,n1
px, z1q ξN pn1, z1q

#

r
ź

j“2

qnj´1,nj
pzj´1, zjq ξN pnj , zjq

+

qnj ,f pzj , yq ,

(3.15)

where
śr
j“2p. . .q :“ 1 if r “ 1. We have expressed the point-to-point partition function as a

multilinear polynomial (polynomial chaos) in the independent random variables ξN pn, zq.
A similar polynomial chaos representation holds for the averaged partition function

ZβN
N,tpϕ,ψq given in (3.10). To simplify notation, it is convenient to define an averaged

version of the random walk transition kernel qm,npx, yq. Given suitable ϕ,ψ : R2
Ñ R, a
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time horizon M P p0,8q, and two points pm,wq, pn, zq P Z3
even, recalling ϕN and ψN from

(3.9), we define

qN0,mpϕ,wq :“
ÿ

vPZ2
even

ϕN pvq q0,mpv, wq , (3.16)

qNn,M pz, ψq :“
ÿ

wPZ2
even

qn,rrMsspz, wqψN pwq , (3.17)

qN0,M pϕ,ψq “
1

N

ÿ

v,wPZ2
even

ϕN pvq q0,rrMsspv, wqψN pwq . (3.18)

Then (3.15) yields the following polynomial chaos expansion for ZβN
N,tpϕ,ψq in (3.10):

ZβN
N,tpϕ,ψq “ qN0,Ntpϕ,ψq `

1

N

8
ÿ

r“1

ÿ

0ăn1ă...ănrăNt

z1,...,zrPZ
2

qN0,n1
pϕ, z1q ξN pn1, z1q ¨

#

r
ź

j“2

qnj´1,nj
pzj´1, zjq ξN pnj , zjq

+

¨ qNnr,rrNtsspzr, ψq .

(3.19)

As will be explained later, when it comes to second moment calculations, the time-space points
pn1, z1q, . . . , pnr, zrq in the sum can be interpreted as a time-space renewal configuration.

3.4. Random walk estimates. Let gt : R2
Ñ p0,8q denote the heat kernel on R2:

gtpxq :“
1

2πt
e´

|x|
2

2t , gtpx, yq :“ gtpy ´ xq , (3.20)

where, unless otherwise specified, we denote by | ¨ | the Euclidean norm on Rd.
The asymptotic behavior of the random walk transition kernel qnpxq “ PpSn “ xq is

given by the local central limit theorem: as nÑ8 we have, uniformly for x P Z2,

qnpxq “
`

gn
2
pxq `O

`

1

n
2

˘˘

21
pn,xqPZ3

even

“ gn
2
pxq e

O
`

1
n

˘

`O
`

|x|
4

n
3

˘

21
pn,xqPZ3

even
,

(3.21)

where the two lines are two different variants of the local central limit theorem for the simple
symmetric random walk on Z2 given by Theorems 2.3.5 and 2.3.11 in [LaLi10]. We recall
that Zdeven is defined in (3.4), the multiplicative factor 2 comes from the periodicity of the
simple random walk Sn “ pS

p1q
n , Sp2qn q on Z2, while the factor 1

2 in the time argument of the
heat kernel comes from the fact that ErSpiqn Spjqn s “

n
2 1i“j . We also note that

gn
2
pxq “ 1

N g 1
2
n
N
p x?

N
q @n,N P N, @x P Z2 . (3.22)
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Similar to the averaged random walk kernels qN¨,¨ defined in (3.16)-(3.18), given ϕ P L1
pR2
q,

ψ P L8pR2
q, t ą 0, and a, b P R2, we define the averaged heat kernels

gtpϕ, aq :“

ż

R2
ϕpxq gtpa´ xqdx , (3.23)

gtpb, ψq :“

ż

R2
gtpy ´ bqψpyqdy , (3.24)

gtpϕ,ψq :“

ż

R2
ˆR2

ϕpxq gtpy ´ xqψpyqdx dy . (3.25)

Recall qN0,Ntpϕ,ψq from (3.18). By the local limit theorem (3.21), recalling (3.9) and (3.22),
we have

@t ą 0 : lim
NÑ8

qN0,Ntpϕ,ψq “
1
2 g t2

pϕ,ψq , (3.26)

where the prefactor 1
2 is due to periodicity.

We will also need the following lemma, which allows us to replace a random walk transition
kernel by a heat kernel even if the time-space increments are perturbed.

Lemma 3.2. Let qnp¨q be the transition kernel of the simple symmetric random walk on
Z2, see (3.1), and let gtp¨q be the heat kernel on R2, see (3.20). Then there exists C P p0,8q
such that, for all n P N and for all x P Z2 with |x| ď n

3
4 , we have

qnpxq ď C gn
2
pxq. (3.27)

Let %1, %2 ą 0 and set C :“ 2e %1 %2. Then, given an arbitrary m P N, for all n1, n2 P N with
n1 ě m and n2

n1
P r1{%1, %2s, and for all x1, x2 P R

2 with |x1 ´ x2| ď
?
m, we have

gn1
2
px1q ď Cg%1n2

px2q “
C

m
g %1n2

m

´ x2
?
m

¯

. (3.28)

Proof. Let us prove (3.27): by the second variant of the local limit theorem in (3.21),

qn1
px1q “ 1

tpn1,x1qPZ
3
evenu

2 gn1
2
px1q exp

!

O
´ 1

n1

¯

`O
´

|x1|
4

n3
1

¯)

ď C gn1
2
px1q .

We next prove (3.28): by the assumption n2
n1
P r1{%1, %2s, we have

gn1
2
px1q

g%1n2
px2q

“
2%1n2

n1
exp

!

|x2|
2

2%1n2
´
|x1|

2

n1

)

ď 2%1%2 exp
!

|x2|
2

2n1
´
|x1|

2

n1

)

ď 2%1%2 e ,

where the last inequality holds because |x2|
2
ď 2p|x1|

2
` |x2 ´ x1|

2
q ď 2|x1|

2
` 2m and

n1 ě m by assumption. �

3.5. Renewal estimates and Dickman subordinator. We next present the
time-space renewal process underlying the second moment calculations for the partition
function. Under diffusive scaling, this leads to the so-called Dickman subordinator in the
continuum limit. This approach was developed in [CSZ19a, CSZ19b].

We first define a slight modification of the partition function Zβd,f px, yq in (1.8), where
we “attach” disorder variables ξN pn, zq, see (3.14), at the boundary points pd, xq and pf, yq
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(which may coincide, if d “ f):

X
βN
d,f px, yq :“

#

ξN pd, xq1ty“xu if f “ d

ξN pd, xqZ
βN
d,f px, yq ξN pf, yq if f ě d` 1

. (3.29)

Such quantities will appear as basic building blocks in our proofs. Note that ErXβN
d,f px, yqs “ 0.

The second moment of XβN
d,f px, yq can be computed explicitly by the polynomial chaos

expansion (3.15) and it can be expressed as follows:

E
“

X
βN
d,f px, yq

2‰
“ σ2

N UN pf ´ d, y ´ xq , (3.30)

where we recall that σ2
N “ VarpξN pa, xqq, and for n P N0 “ t0, 1, 2, . . .u and x P Z

2 we define

UN pn, xq :“

$

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

%

1tx“0u if n “ 0,

σ2
N qpn, xq

2
`

8
ÿ

r“1

pσ2
N q

r`1
ÿ

0ăn1ă...ănrăn

z1,...,zrPZ
2

q0,n1
p0, z1q

2
ˆ

ˆ

" r
ź

j“2

qnj´1,nj
pzj´1, zjq

2

*

qnr,npzr, xq
2

if n ě 1.
(3.31)

The quantity UN pn, xq, which plays an important role throughout this paper, admits a
probabilistic interpretation as a renewal function. More precisely, let pτ pNqr , SpNqr qrě0 denote
the random walk (time-space renewal process) on N0ˆZ2 starting at p0, 0q and with one-step
distribution

P
`

τ
pNq
1 “ n, S

pNq
1 “ x

˘

“
qnpxq

2

RN
1t1,...,Nupnq , (3.32)

where RN is the random walk overlap defined in (3.2). Then we can write, recalling (3.11),

UN pn, xq “
8
ÿ

r“1

pλN q
r P

`

τ pNqr “ n, SpNqr “ x
˘

where λN :“ σ2
N RN “ 1`

ϑ` op1q

logN
.

(3.33)

When λN “ 1, we see that UN pn, xq is just the renewal function of pτ pNqr , SpNqr qrě0. When
λN ‰ 1, we can think of UN pn, xq as an exponentially weighted renewal function, weighted
according to the number of renewals. Note that the first component τ pNq “ pτ pNqr qrě0 is a
renewal process with one-step distribution

P
`

τ
pNq
1 “ n

˘

“
upnq

RN
1t1,...,Nupnq , (3.34)

where upnq “
ř

x qnpxq
2 is defined in (3.3). Correspondingly, we can define

UN pnq :“
ÿ

xPZ2

UN pn, xq “
8
ÿ

r“1

pλN q
r P

`

τ pNqr “ n
˘

. (3.35)

The asymptotic behaviors of UN pn, xq and UN pnq were obtained in [CSZ19a], exploiting
the fact that τ pNq is in the domain of attraction of the so-called Dickman subordinator,
defined as the pure jump Lévy process with Lévy measure 1

x 1p0,1qpxq dx. More precisely, we
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have the following convergence result, which is an extension of [CSZ19a, Proposition 2.2]
from finite dimensional distribution convergence to process level convergence.

Lemma 3.3. Let pτ pNqr , SpNqr qrě0 be the space-time random walk defined in (3.32). Let
pYsqsě0 be the so-called Dickman subordinator [CSZ19a], i.e. the pure jump Lévy process
with Lévy measure 1

t1p0,1qptqdt, and let Vs :“ 1
2WYs

where W is an independent Brownian
motion. Then we have the convergence in distribution

˜

τ
pNq
ts logNu

N
,
S
pNq
ts logNu
?
N

¸

sě0

ùñ
NÑ8

pY sqsě0 :“ pYs, Vsqsě0, (3.36)

on the space of càdlàg paths equipped with the Skorohod topology.

Proof. Denote Y pNq
s “ pY pNqs , V pNqs q :“

´

τ
pNq
ts logNu

N ,
S
pNq
ts logNu
?
N

¯

. The convergence of finite
dimensional distributions was already proved in [CSZ19a, Proposition 2.2]. We prove tightness
by verifying Aldous’ tightness criterion [Kal97, Theorem 14.11], namely that for any bounded
sequence of stopping times τN with respect to pY pNq

s qsě0 and any positive constants hN Ó 0,
we have Y

pNq
τN`hN

´ Y pNq
τN

Ñ 0 in probability as N Ñ8. This follows immediately from the

fact that the increments of Y pNq are i.i.d. and Y
pNq
hN

Ñ p0, 0q in probability as N Ñ8. �

For ϑ P p0,8q, we define the exponentially weighted Green’s function for Y “ pY sqsě0:

pGϑpt, xq “

ż 8

0
eϑsf spt, xqds, (3.37)

where f sp¨, ¨q is the density of the law of Y s on r0,8qˆR2, given that Y 0 “ p0, 0q (we take
notation from (3.36)). It was shown in [CSZ19a] that

pGϑpt, xq :“ pGϑptq g t
4
pxq , (3.38)

where g¨p¨q is the heat kernel, see (3.20), and pGϑptq :“
ş

R2 pGϑpt, xqdx is closely related to
the so-called Dickman function in number theory. For t ď 1, it can be computed explicitly as

pGϑptq “ Gϑptq :“

ż 8

0

epϑ´γqs s ts´1

Γps` 1q
ds , (3.39)

with γ as in (3.2) (see [CSZ19a]†). We will also denote Gϑpt, xq :“ Gϑptq g t
4
pxq. Note that for

t ď 1, Gϑpt, xq and Gϑptq are the continuum analogues of UN pn, xq and UN pnq, respectively.
It is therefore no surprise that the asymptotics of UN will be expressed in terms of Gϑ,
which we record below for later use.

In light of (3.30), it is convenient to define

UN pn, xq :“ σ2
N UN pn, xq , UN pnq :“ σ2

N UN pnq “
ÿ

xPZ2

UN pn, xq . (3.40)

†In [CSZ19a], there was no separate notation pGϑ for the weighted Green’s function, which might cause
some confusion.
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Recalling (3.31), we can give a graphical representation for UN pb´ a, y ´ xq as follows:

UN pb´ a, y ´ xq ”
pa, xq pb, yq

(3.41)

:“
ÿ

kě1

ÿ

n1,...,nk
x1,...,xk

pa, xq pn1, x1qpn2, x2q pnk, xkq pb, yq

¨ ¨ ¨

where in the second line we assign weights qn1´npx
1
´ xq to any solid line going from pn, xq

to pn1, x1q and we assign weight σ2
N to every solid dot.

Recall that σ2
N „

π
logN , see (3.11) and (3.2). We now rephrase some results from [CSZ19a].

Fix T ą 0.

‚ By [CSZ19a, Theorem 1.4], for any fixed δ ą 0, as N Ñ8 we have

UN pnq “
π

N

`

Gϑ
`

n
N

˘

` op1q
˘

uniformlyfor δN ď n ď TN , (3.42)

and moreover there is C ă 8 such that

UN pnq ď
C

N
Gϑ

`

n
N

˘

@0 ă n ď TN . (3.43)

‚ By [CSZ19a, Theorem 2.3 and 3.7], for any fixed δ ą 0, as N Ñ8 we have

UN pn, xq “
π

N2

`

Gϑ
`

n
N ,

x?
N

˘

` op1q
˘

21
pn,xqPZ3

even

uniformly for δN ď n ď TN and |x| ď 1
δ

?
N .

(3.44)

The prefactor 2 is due to periodicity and, moreover, there is C ă 8 such that

UN pn, xq ď
C

N

1

n
Gϑ

`

n
N

˘

@0 ă n ď TN , @x P Z2 . (3.45)

‚ By [CSZ19a, Proposition 1.6], for t P p0, 1s the function Gϑptq is C
8 and strictly

positive, and as t Ó 0 it has the following asymptotic behavior:

Gϑptq “
1

tplog 1
t q

2

"

1`
2ϑ

log 1
t

`O

ˆ

1

plog 1
t q

2

˙*

, (3.46)

hence as t Ó 0
ż t

0
Gϑpsqds “

1

log 1
t

"

1`
ϑ

log 1
t

`O

ˆ

1

plog 1
t q

2

˙*

. (3.47)

Remark 3.4. In the proof of (3.42)-(3.45), the case T ą 1 has to be treated differently from
T “ 1. In [CSZ19a], the case T ą 1 was reduced to T “ 1 through a renewal decomposition
and recursion (see [CSZ19a, Section 7]). Alternatively, we can reduce the case T ą 1 to
T “ 1 by first setting rN :“ TN , ϑ̃ :“ ϑ ` log T ` op1q so that σ2

N “ σ2
N pϑq “ σ2

rN
pϑ̃q by

their definitions in (3.11), and then applying (3.42)-(3.45) with N replaced by rN , using the
observation that 1

TGϑ`log T p
t
T q “ Gϑptq.

We will also need the following bound to complement (3.44).

Lemma 3.5. There exists c P p0,8q such that for all λ ě 0 and 0 ď n ď N ,
ÿ

xPZ2

UN pn, xq e
λ|x|

ď c ecλ
2
n UN pnq . (3.48)
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Note that by the Markov inequality and optimisation over λ ą 0, (3.48) implies that the
probability kernel UN pn, ¨q{UN pnq has Gaussian decay on the spatial scale

?
n.

Proof. Recall the definition of UN pn, xq from (3.33). Conditioned on τ pNq1 , . . . , τ pNqr with
τ pNqr “ n, we can write SpNqr “ ζ1 ` ¨ ¨ ¨ ` ζr for independent ζi’s with

Ppζi “ xq “
qnipxq

2

ř

yPZ2 qnipyq
2 ,

where ni :“ τ
pNq
i ´ τ

pNq
i´1 and x P Z2. For each i, denote by ζi,1 and ζi,2 the two components

of ζi P Z
2. Then we note that there exists c ą 0 such that for any λ ě 0, ni P N,

Ere˘λζi,j s ď ecλ
2
ni , j “ 1, 2 . (3.49)

This can be seen by Taylor expanding the exponential and using that Erζi,¨s “ 0 by symmetry,
|Erζ2k`1

i,¨ s| ď 1
2pErξ

2k
i,¨ s`Erζ2k`2

i,¨ sq by Young’s inequality, as well as Erζ2k
i,¨ s ď pCniq

k
p2k´1q!!

for some C ą 0 uniformly in ni, k P N. The bound on Erζ2k
i,¨ s holds because by (3.21),

Ppζi “ xq “
qnipxq

2

q2ni
p0q

ď

"

sup
xPZ2 qnipxq

q2ni
p0q

*

qnipxq ď C 1 qnipxq ,

where qni has the same Gaussian tail decay as the heat kernel gni{2. Using e
|x|
ď ex ` e´x,

this then implies

E
“

eλ|S
pNq
r |

ˇ

ˇτ pNq¨

‰

“ E
”

eλ|
řr
i“1 ζi|

ı

ď E
”

e2λ|
řr
i“1 ζi,1|

ı
1
2

E
”

e2λ|
řr
i“1 ζi,2|

ı
1
2

ď
ź

j“1,2

´

E
”

e2λ
řr
i“1 ζi,j

ı

` E
”

e´2λ
řr
i“1 ζi,j

ı¯
1
2

“
ź

j“1,2

´

r
ź

i“1

E
”

e2λζi,j
ı

`

r
ź

i“1

E
”

e´2λζi,j
ı¯

1
2

ď 2e4cλ
2
n.

The bound (3.48) then follows readily from the definitions of UN pn, xq and UN pnq in (3.33)
and (3.35), recalling that UN pn, xq and UN pnq are defined in (3.40). �

3.6. Second moment of averaged partition function. Using XβN
d,f px, yq as

introduced in (3.29), and recalling (3.15), we can now rewrite the chaos expansion for the
averaged partition function ZβN

N,tpϕ,ψq in (3.19) as follows:

ZβN
N,tpϕ,ψq “ qN0,Ntpϕ,ψq `

1

N

ÿ

0ădďfăNt

x,yPZ2

qN0,dpϕ, xqX
βN
d,f px, yq q

N
f,Ntpy, ψq , (3.50)

so that by (3.30) and the fact that UN :“ σ2
NUN , we have

E
“

ZβN
N,tpϕ,ψq

2‰
“ qN0,Ntpϕ,ψq

2
`

1

N2

ÿ

x,yPZ2

0ădďfăNt

qN0,dpϕ, xq
2 UN pf ´ d, y ´ xq q

N
f,Ntpy, ψq

2. (3.51)
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We now compute the limit of E
“

ZβN
N,tpϕ,ψq

2‰ as N Ñ8. This was first obtained for the
Stochastic Heat Equation in [BC98] in the special case ψ ” 1; see also [CSZ19b, Theorems 1.2
and 1.7] for an alternative derivation, that also includes directed polymers.

Proposition 3.6 (First and second moments). Recall Gϑptq from (3.39) for all t ą 0.
For ϕ : R2

Ñ R, define

}ϕ}2Gt :“

ĳ

R2
ˆR2

ϕpzqGtpz
1
´ zqϕpz1q dz dz1, † where Gtpxq :“

ż t

0
gspxqds . (3.52)

Then for all ϕ with }ϕ}Gt ă 8 and all ψ P L8pR2
q, we have

lim
NÑ8

E
“

ZβN
N,tpϕ,ψq

‰

“ 1
2 g t2

pϕ,ψq , (3.53)

lim
NÑ8

E
“

ZβN
N,tpϕ,ψq

2‰
“ 1

4 g t2
pϕ,ψq2 ` 1

2V ϑ
t pϕ,ψq , (3.54)

where

V ϑ
t pϕ,ψq “

żżżż

pR2
q
4

ϕpzqϕpz1qKϑ
t pz, z

1;w,w1qψpwqψpw1qdz dz1 dw dw1

ď π }ψ}28 }ϕ}
2
Gt

ż t

0
Gϑpuq du ,

(3.55)

and the kernel Kϑ
t is defined by

Kϑ
t pz, z

1;w,w1q :“ π g t
4

`

w`w
1

2 ´ z`z
1

2

˘

ˆ

ĳ

0ăsăuăt

gspz
1
´ zqGϑpu´ sq gt´upw

1
´ wqds du .

(3.56)

Proof. The first moment convergence (3.53) holds because by E
“

ZβN
N,tpϕ,ψq

‰

“ qN0,Ntpϕ,ψq,
see (3.50), in view of the asymptotic relation (3.26).

For the second moment computation (3.54) we exploit (3.51), where the first term in the
r.h.s. converges to 1

4 gt{2pϕ,ψq
2 by (3.26), which matches the first term in the r.h.s. of (3.54).

It remains to show that the sum in (3.51) converges to the term 1
2V ϑ

t pϕ,ψq in (3.54).
Recall the definition of qN¨ in (3.16)-(3.17). By the local limit theorem (3.21) and in view

of (3.22), we see that for any ε ą 0, uniformly for m ą εN and w P Z2, we have as N Ñ8

qN0,mpϕ,wq “
´

g 1
2
m
N

`

ϕ, w?
N

˘

` op1q
¯

1
pm,wqPZ3

even
,

and similarly, uniformly for n ď p1´ εqNt and z P Z2,

qNn,Ntpz, ψq “
´

g 1
2
pt´ n

N
q

`

z?
N
, ψ

˘

` op1q
¯

1
pn,zqPZ3

even
.

†The positivity of }ϕ}2Gt
can be seen via Fourier transform.
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Applying the asymptotic relation (3.44) for UN pf ´ d, y ´ xq, we see that the sum in (3.51)
is a Riemann sum that converges as N Ñ8 to the multiple integral†

1

2
V ϑ
t pϕ,ψq :“

π

2

żżżż

0ăsăuăt
a,bPR2

g s
2
pϕ, aq2Gϑpu´ s, b´ aq g t´u

2
pb, ψq2dsdudadb , (3.57)

where the prefactor 1
2 results from combining the periodicity factor 2 in (3.44) with the

volume factor 1
2 ¨

1
2 which originates from the restrictions pd, xq, pf, yq P Z3

even in (3.51). Then
it follows by (3.23), (3.24) and (3.38) that the equality in (3.55) holds with

Kϑ
t pz, z

1;w,w1q “ π

żżżż

0ăsăuăt
a,bPR2

 

g s
2
pa´ zq g s

2
pa´ z1q

(

Gϑpu´ sq gu´s
4
pb´ aq

ˆ
 

g t´u
2
pw ´ bq g t´u

2
pw1 ´ bq

(

dsdudadb .

We can simplify both brackets via the identity gtpxq gtpyq “ g2tpx´ yq g t
2
p
x`y

2 q, see (3.20).

Performing the integrals over a, b P R2 we then obtain (3.56).
The bound in (3.55) follows by bounding ψ with }ψ}8 and then successively integrating

out w,w1, followed by u and s in (3.56). �

Remark 3.7 (Point-to-plane partition function). For ψpwq “ 1pwq ” 1, we can view
ZβN
N,tpϕ,1q as the point-to-plane partition function ZβNN pzq in (1.3) averaged over its starting

point z. By (3.53)-(3.56),

lim
NÑ8

E
“

ZβN
N,tpϕ,1q

‰

“
1

2
g t

2
pϕ, 1q “

1

2

ż

R2

ϕpzqdz ,

lim
NÑ8

Var
“

ZβN
N,tpϕ,1q

‰

“
1

2
V ϑ
t pϕ, 1q “

1

2

ĳ

pR2
q
2

ϕpzqϕpz1qKϑ
t pz ´ z

1
qdzdz1,

where we set

Kϑ
t pxq :“ π

ĳ

0ăsăuăt

gspxqGϑpu´ sqdsdu .

We note that both the asymptotic mean and the asymptotic variance of ZβN
N,tpϕ,1q are half of

those obtained in [CSZ19b, eq. (1.19)-(1.20)]. This is because here we have defined ZβN
N,tpϕ,ψq

as a sum over Z2
even, see (3.10), while in [CSZ19b], the sum is over both Z2

odd and Z2
even,

which give rise to two i.i.d. limits as N Ñ8 by the parity of the simple random walk on Z2.

4. Coarse-graining

In this section, we give the details of how to coarse-grain the averaged partition function
and what is the precise definition of the coarse-grained model, which were outlined in
Section 2. The main result is Theorem 4.7, which shows that the averaged partition function
ZβN
N,tpϕ,ψq, see (3.10), can be approximated in L2 by the coarse-grained model.

†The contributions to the sum in (3.51) given by m ď εN and n ą p1 ´ εqNt are small when ε ą 0 is
small, uniformly in large N , as can be checked using the uniform bound (3.27).
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4.1. Preparation. The starting point is the polynomial chaos expansion (3.19) for the
averaged partition function ZβN

N,tpϕ,ψq, which is a multilinear polynomial in the disorder
variables ξN pn, zq. We will call the sequence of time-space points pn1, z1q, . . . , pnr, zrq P NˆZ

2

in the sum in (3.19) a microscopic (time-space) renewal configuration. We assume that the
disorder strength is chosen to be βN “ βN pϑq as defined in (3.11)-(3.12). For simplicity, we
assume the time horizon to be tN with t “ 1.

Given ε P p0, 1q and N P N, we partition discrete time-space t1, . . . , Nu ˆ Z2 into
mesoscopic boxes

BεN pi, aq :“ ppi´ 1qεN, iεN s
loooooooomoooooooon

TεN piq

ˆppa´ p1, 1qq
?
εN, a

?
εN s

looooooooooooooomooooooooooooooon

SεN paq

X Z3
even , (4.1)

where TεN piq is mesoscopic time interval and SεN paq a mesoscopic spatial square.† These
boxes are indexed by mesoscopic variables

pi, aq P t1, . . . , t1
ε uu ˆ Z2 .

Recall from Section 2 that to carry out the coarse-graining, we need to organize the chaos
expansion (3.19) according to which mesoscopic boxes BεN are visited by the microscopic
renewal configuration pn1, z1q, . . . , pnr, zrq. To perform the kernel replacement (2.6), which
allows each summand in the chaos expansion (3.19) to factorize into a product of coarse-
grained disorder variables ΘN,ε connected by heat kernels, we will impose some constraints
on the set of visited mesoscopic time intervals TεN p¨q and spatial boxes SεN p¨q, which will
be shown to have negligible costs in L2. We first introduce the necessary notation.

Let us fix two thresholds

Kε :“ plog 1
ε q

6 , Mε :“ log log 1
ε . (4.2)

We will require that the visited mesoscopic time intervals TεN pi1q, . . . , TεN pikq belong to

Apno tripleq
ε :“

ď

kPN

!

pi1, . . . , ikq P N
k : Kε ď i1 ă i2 ă . . . ă ik ď t1

ε u´Kε such that

if ij`1 ´ ij ă Kε , then ij`2 ´ ij`1 ě Kε

)

.

(4.3)

We call this the no-triple condition, since it forbids three consecutive mesoscopic time indices
ij , ij`1, ij`2 with both ij`1´ ij ă Kε and ij`2´ ij`1 ă Kε. We can then partition pi1, . . . , ikq
into time blocks such that ij , ij`1 belong to the same block whenever ij`1 ´ ij ă Kε.

Definition 4.1 (Time block). We call a time block any pair~i “ pi, i1q P NˆN with i ď i1.
The width of a time block is

|~i| :“ i1 ´ i` 1 .

The (non symmetric) “distance” between two time blocks~i, ~m is defined by

distp~i , ~mq :“ m´ i1 for ~i “ pi, i1q and ~m “ pm,m1q ,

and we write “~i ă ~m” to mean that “~i precedes ~m”:

~i ă ~m ðñ distp~i , ~mq ą 0 i.e. i1 ă m .

†We use the notation pa´ b, as “ pa1 ´ b1, a1s ˆ pa2 ´ b2, a2s for squares in R2.



THE CRITICAL 2D STOCHASTIC HEAT FLOW 27

With the partitioning of the indices pi1, . . . , ikq of the visited mesoscopic time intervals into
consecutive time blocks as defined above, which we denote by~i1 “ pi1, i

1
1q, . . . ,~ir “ pir, i

1
rq

with possibly i` “ i1`, the constraint Apno tripleq
ε then becomes the following:

~Apno tripleq
ε :“

ď

rPN

!

time blocks Kε ď
~i1 ă . . . ă ~ir ď t1

ε u´Kε such that

|~ij | ď Kε @j “ 1, . . . , r , distp~ij´1 , ~ijq ě Kε @j “ 2, . . . , r
)

.

(4.4)

If the time horizon is Nt with t ‰ 1, then in (4.3) and (4.4) we just replace the upper bound
~ir ď t1

ε u´Kε by~ir ď t tε u´Kε.
Given a time block~i “ pi, i1q with i1 ´ i ` 1 ď Kε (possibly i “ i1), which identifies two

mesoscopic time intervals TεN piq and TεN pi
1
q visited by the microscopic renewal configuration

pn1, z1q, . . . , pnr, zrq from (3.19) and no intervals in-between is visited, we can identify the
first and last mesoscopic spatial boxes visited in the time intervals TεN piq and TεN pi

1
q,

respectively. We call this pair of mesoscopic spatial indices a space block.

Definition 4.2 (Space block). We call a space block any pair ~a “ pa, a1q P Z2
ˆ Z2. The

width of a space block is

|~a| :“ |a1 ´ a| ,

with | ¨ | being the Euclidean norm. The (non symmetric) “distance” between two space blocks
~a,~b is

distp~a , ~bq :“ |b´ a1| for ~a “ pa, a1q and ~b “ pb, b1q .

Putting the time block and space block together, we have the following.

Definition 4.3 (Time-space block). We call a time-space block any pair p~i,~aq where ~i
is a time block and ~a is a space block. We also define

Tε :“
!

time-space blocks p~i,~aq with |~i| ď Kε and |~a| ďMε

b

|~i|
)

. (4.5)

In (3.19), we will restrict to pn1, z1q, . . . , pnr, zrq (interpreted as a time-space renewal
configuration) that satisfy condition (4.3), so that they determine a sequence of mesoscopic
time-space blocks tp~i1,~a1q, . . . , p~ir,~arqu P ~A

pno tripleq
ε . This would give the main contribution

in (3.19). We now impose further constraints on the spatial components that still capture
the main contribution.

Given two “boundary variables” b, c P Z2 and a sequence of time blocks p~i1, . . . ,~irq, we
denote by ~Apdiffq

ε; b,c “
~Apdiffq
ε; b,c p

~i1, . . . ,~irq the following subset of space blocks p~a1, . . . ,~arq, where
we impose diffusive constraints on their widths and distances:

~Apdiffq
ε; b,c :“

"

space blocks ~a1, . . . ,~ar such that |~aj | ďMε

b

|~ij | @j “ 1, . . . , r ,

distp~aj´1,~ajq ďMε

b

distp~ij´1 , ~ijq @j “ 2, . . . , r ,

|a1 ´ b| ďMε

a

i1 and |c´ a1r| ďMε

b

t1
ε u´ i1r

*

.

(4.6)
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¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨

Ø
Ù

εN

?
εN

ÐÝÝÑ ÐÝÝÑÐÑ
ě Kε ě KεďKε

Figure 2. An illustration of the coarse-graining procedure. The solid lines
represent the heat kernels after the kernel replacement (2.6), which connect
adjacent coarse-grained disorder variables Θ

pcgq
N,ε p

~i,~aq consisting of sums over
the dashed lines in each visited time-space block BεN p~i,~aq (see (4.11)). The
solid and the dashed lines satisfy the diffusive constraint given in ~Apdiffq

ε; b,c and
(4.11), respectively.

Given a sequence of mesoscopic time-space blocks p~i1,~a1q, . . . , p~ir,~arq determined by the
microscopic renewal configuration pn1, z1q, . . . , pnr, zrq from (3.19), which satisfies the con-
straints ~Apno tripleq

ε and ~Apdiffq
ε; b,c , we will perform the kernel replacement (2.6), which leads to

a factorization of each summand in (3.19) as the product of coarse-grained disorder variables
ΘN,εp

~ij ,~arq, 1 ď j ď r, connected by the heat kernels g1
2 pij`1´ijq

paj`1 ´ a1jq. See Figure 2.

4.2. Coarse-grained model. We are now ready to give the precise definition of the
coarse-grained model Z pcgq

ε pϕ,ψ|Θq given earlier in (2.7), which depends on ε P p0, 1q and is
a multilinear polynomial of a given family of random variables Θ “ tΘp~i,~aqu indexed by
time-space blocks p~i,~aq.

Definition 4.4 (Coarse-grained model). Fix ε P p0, 1q and a family of random variables
Θ “ pΘp~i,~aqq

p~i,~aqPTε
indexed by the set Tε of time-space blocks defined in (4.5). Fix two

locally integrable functions ϕ,ψ : R2
Ñ R and define ϕε, ψε : Z2

Ñ R as follows:

ϕεpbq :“

ż

pb´p1,1q,bs

ϕp
?
εxqdx , ψεpcq :“

ż

pc´p1,1q,cs

ψp
?
εyq dy for b, c P Z2 . (4.7)

Recall the heat kernel gtp¨q from (3.20). Then the coarse-grained model Z pcgq
ε pϕ,ψ|Θq is

Z pcgq
ε pϕ,ψ|Θq :“

1

2
g 1

2
pϕ,ψq `

ε

2

plog 1
ε
q
2

ÿ

r“1

ÿ

b,cPZ2

ÿ

p~i1,...,~irqP~A
pno tripleq
ε

p~a1,...,~arqP~A
pdiffq
ε; b,c

ϕεpbqg 1
2
i1
pa1 ´ bqΘp~i1,~a1q

ˆ

#

r
ź

j“2

g 1
2
pij´i

1
j´1q
paj ´ a1j´1qΘp~ij ,~ajq

+

g 1
2
pt 1
ε

u´i
1
rq
pc´ a1rqψεpcq .

(4.8)
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Note that in (4.8), for technical reasons that will become clear later (to control the error
induced by kernel replacements - see Section 5.3), we also imposed the constraint that the
number of time-space blocks cannot exceed plog 1

ε q
2. This coarse-grained model has the same

structure as the original averaged partition function ZβN
N,1pϕ,ψq in (3.19), with 1{ε replacing

N , Θ replacing ξN , and the heat kernels replacing the random walk kernels. Note that when
ϕ has compact support, (4.8) is a sum over finitely many terms.

Remark 4.5. To approximate the averaged partition function ZβN
N,tpϕ,ψq with t ‰ 1, we

define a corresponding coarse-grained model Z
pcgq
ε,t pϕ,ψ|Θq which is obtained from (4.8)

simply replacing g 1
2
pϕ,ψq by g t

2
pϕ,ψq and g 1

2
pt

1
ε u´i

1
rq

by g 1
2
pt
t
ε u´i

1
rq
, as well as modifying

accordingly ~Apno tripleq
ε and ~Apdiffq

ε; b,c (replacing t1
ε u by t tε u therein).

4.3. Coarse-grained disorder variables. We now identify the coarse-grained
disorder variables Θ

pcgq
N,ε so that the averaged partition function ZβN

N,tpϕ,ψq can be approxi-

mated in L2 by the coarse-grained model Z
pcgq
ε,t pϕ,ψ|Θq with Θ “ Θ

pcgq
N,ε .

Recall the point-to-point partition function Z
βN
d,f px, yq with its chaos expansion as in

(3.15). Assuming f ´ d ď εN , we introduce a diffusive truncation as follows, the effect of
which will be negligible in L2, but it ensures that the coarse-grained disorder variable Θ

pcgq
N,ε

will only depend on ξN pn, zq in a localized time-space window. In (3.15), let a “ apxq P Z2

be such that x P SεN paq (recall (4.1)). We then restrict y and all space variables zj in (3.15)
to those mesoscopic boxes SεN pãq with |ã´ a| ďMε “ log log 1

ε as in (4.2), and define

Z
pdiffq
d,f px, yq :“

$

’

’

’

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

’

’

’

%

0 if y R
Ť

|ã´a|ďMε

SεN pãq,

qd,f px, yq `
8
ÿ

r“1

ÿ

dăn1ă...ănrăf
z1,...,zr P

Ť

|ã´a|ďMε
SεN pãq

qd,n1
px, z1q ξN pn1, z1qˆ

#

r
ź

j“2

qnj´1,nj
pzj´1, zjq ξN pnj , zjq

+

qnj ,f pzj , yq

if y P
Ť

|ã´a|ďMε

SεN pãq.

(4.9)
Similar to the definition of XβN

d,f px, yq in (3.29), we define

X
pdiffq
d,f px, yq :“

#

ξN pd, xq if f “ d

ξN pd, xqZ
pdiffq
d,f px, yq ξN pf, yq if f ě d` 1

. (4.10)

Note that we omit the dependence of Zpdiffq
d,f px, yq and Xpdiffq

d,f px, yq on N, ε.

The coarse-grained disorder variables Θ
pcgq
N,ε p

~i,~aq are defined as follows (see Figure 2).

Definition 4.6 (Coarse-grained disorder variable). Given N P N, ε P p0, 1q and a
time-space block p~i,~aq, with~i “ pi, i1q and ~a “ pa, a1q, the associated coarse-grained disorder
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variable Θ
pcgq
N,ε p

~i,~aq is defined by

Θ
pcgq
N,ε p

~i,~aq :“

$

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

%

2

εN

ÿ

pd,xqPBεN pi,aq
pf,yqPBεN pi,a

1
q

with dďf

X
pdiffq
d,f px, yq if |~i| “ 1 ,

2

εN

ÿ

pd,xqPBεN pi,aq
pf
1
,y
1
qPBεN pi

1
,a
1
q

ÿ

b: |b´a|ďMε

b
1
: |b
1
´a
1
|ďMε

such that
|b
1
´b|ďMε

?
i
1
´i

ÿ

pf,yqPBεN pi,bq
pd
1
,x
1
qPBεN pi

1
,b
1
q

such that
dďf, d

1
ďf

1

X
pdiffq
d,f px, yq qf,d1py, x

1
q X

pdiffq

d
1
,f
1 px

1, y1q

if |~i| ą 1 .

(4.11)

In the special case |~i| “ 1, i.e., i “ i1, we will also write Θ
pcgq
N,ε pi; a, a

1
q in place of Θ

pcgq
N,ε p

~i,~aq.

We point out that the prefactor 2 in (4.11) is due to periodicity, because the sums are
restricted to BεN pi, aq Ď Z3

even, see (4.1).

4.4. Coarse-graining approximation. We can finally state the key result of this
section, which approximates the averaged partition function ZβN

N,tpϕ,ψq in L
2 by the coarse-

grained model Z
pcgq
ε,t pϕ,ψ|Θ

pcgq
N,ε q, with an error which is much smaller than VarpZβN

N,tpϕ,ψqq

in (3.55) when N is large and ε is small. Recall } ¨ }Gt from (3.52).

Theorem 4.7 (Coarse-graining). Let ZβN
N,tpϕ,ψq be the averaged partition function in

(3.8), where βN “ βN pϑq satisfies (3.11) for some fixed ϑ P R. Let Z
pcgq
ε,t pϕ,ψ|Θq be the

coarse-grained model from (4.8), with Kε “ plog 1
ε q

6 and Mε “ log log 1
ε as in (4.2), and let

Θp~i,~aq “ Θ
pcgq
N,ε p

~i,~aq be the coarse-grained disorder variables from Definition 4.6. Then, for
any T P p0,8q, there exists C “ CpT q ă 8 such that, for ε ą 0 small enough, we have

lim sup
NÑ8

›

›ZβN
N,tpϕ,ψq ´ Z

pcgq
ε,t pϕ,ψ|Θ

pcgq
N,ε q

›

›

2

L
2 ď C

˜

}ϕ}2GKεε
`
}ϕ}2GT
b

log 1
ε

¸

}ψ}28 , (4.12)

uniformly in t P r0, T s, ψ P L8pR2
q and ϕ : R2

Ñ R with }ϕ}GT ă 8.

Note that the r.h.s. of (4.12) tends to 0 as ε Ó 0, because Kε εÑ 0. The whole of Section 5
is devoted to the proof of Theorem 4.7.

5. Second moment bounds for averaged partition functions

This section is devoted mainly to the proof of Theorem 4.7, which approximates the aver-
aged partition function ZβN

N,tpϕ,ψq from (3.10) by the coarse-grained model Z pcgq
ε,t pϕ,ψ|Θ

pcgq
N,ε q

from (4.8). We may assume t “ T “ 1 without loss of generality. The uniformity in t ď T
will be clear from the proof. Throughout this section we simply write ZN pϕ,ψq, omitting the
dependence on t “ 1 and on βN .

The starting point of our proof of Theorem 4.7 is the polynomial chaos expansion (3.19).
In the second moment calculations, the time-space renewal representation and the limiting
Dickman subordinator presented in Section 3.5 play a crucial role. The proof will be carried
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out in three steps, presented in Subsections 5.1-5.3 below: given ε ą 0, we introduce two
intermediate approximations Zpno tripleq

N,ε pϕ,ψq and Zpdiffq
N,ε pϕ,ψq of the averaged partition

function ZN pϕ,ψq, and bound the following in L2.

‚ Step 1. We bound ZN pϕ,ψq ´ Zpno tripleq
N,ε pϕ,ψq, see Lemma 5.1 in Section 5.1: this is

the cost of imposing the constraints Apno tripleq
ε and ~Apno tripleq

ε , see (4.3) and (4.4).

‚ Step 2. We bound Zpno tripleq
N,ε pϕ,ψq ´ Zpdiffq

N,ε pϕ,ψq, see Lemma 5.6 in Section 5.2: this

is the cost of imposing diffusive constraints, including ~Apdiffq
ε; b,c in (4.6) and the diffusive

truncation in the definition of Θ
pcgq
N,ε in (4.11).

‚ Step 3. We bound Zpdiffq
N,ε pϕ,ψq ´Z pcgq

ε pϕ,ψ|ΘN,εq, see Lemma 5.8 in Section 5.3: this
is the cost of the kernel replacement (2.6).

Combining Lemmas 5.1, 5.6 and 5.8 then gives Theorem 4.7.
In the last Subsection 5.4, we will prove a separate second moment estimate for the

coarse-grained model, which is needed later in Section 8 for higher moment bounds.

The proof details in this section are technically a bit heavy and could be skipped in a
first reading.

5.1. Step 1: Constraints on mesoscopic time variables. In this step, we
introduce our first approximation Zpno tripleq

N,ε pϕ,ψq and show that it is close to ZN pϕ,ψq.
Recall the mesoscopic time intervals TεN piq :“ ppi ´ 1qεN, iεN s introduced in (4.1), to

which we associate the mesoscopic time index i P t1, . . . , 1
εu. In the chaos expansion for

ZβN
N pϕ,ψq in (3.19), each time index nj belongs to TεN piq for some i P t1, . . . , 1

εu. The first
step of coarse-graining is to group the terms in the expansion in (3.19) in terms of the
mesoscopic time intervals TεN p¨q visited by the sequence of time indices n1, . . . , nr. Namely,
we can rewrite (3.19) as (omitting βN from ZβN

N pϕ,ψq, and expanding qN0,n1
pϕ, z1q and

qNnr,N pzr, ψq according to their definitions in (3.16)-(3.17)):

ZN pϕ,ψq “ qN0,N pϕ,ψq

`
1

N

ÿ

v,wPZ2
even

ϕN pvq
8
ÿ

k“1

ÿ

0ăi1ă...ăikď
1
ε

ÿ

d1ďf1 P TεN pi1q, ... , dkďfk P TεN pikq
x1, y1, ... ,xk, yk PZ

2

q0,d1
pv, x1qXd1,f1

px1, y1q

#

k
ź

j“2

qfj´1,dj
pyj´1, xjqXdj ,fj

pxj , yjq

+

qfk,N pyk, wqψN pwq ,

(5.1)

where ϕN , ψN were defined in (3.9), and Xd,f px, yq was defined in (3.29).
Recall from (4.2) thatKε “ plog 1

ε q
6. We will show that in (5.1), the dominant contribution

(in L2) comes from mesoscopic time variables pi1, . . . , ikq which contains no consecutive triples
ij , ij`1, ij`2 with both ij`1´ ij ă Kε and ij`2´ ij`1 ă Kε. This is encoded in Apno tripleq

ε from
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(4.3), which we recall here

Apno tripleq
ε :“

ď

kPN

!

pi1, . . . , ikq P N
k : Kε ď i1 ă i2 ă . . . ă ik ď t1

ε u´Kε such that

if ij`1 ´ ij ă Kε , then ij`2 ´ ij`1 ě Kε

)

.

(5.2)

We will further restrict the sum in (5.1) to pi1, . . . , ikq with k ď plog 1
ε q

2, which leads to
the following first approximation of ZN pϕ,ψq:

Zpno tripleq
N,ε pϕ,ψq :“ qN0,N pϕ,ψq `

1

N

ÿ

v,wPZ2
even

ϕN pvq

plog 1
ε
q
2

ÿ

k“1

ÿ

pi1,...,ikqPA
pno tripleq
ε

ÿ

d1ďf1 P TεN pi1q, ... , dkďfk P TεN pikq
x1, y1, ... ,xk, yk PZ

2

q0,d1
pv, x1qXd1,f1

px1, y1q

#

k
ź

j“2

qfj´1,dj
pyj´1, xjqXdj ,fj

pxj , yjq

+

qfk,N pyk, wqψN pwq .

(5.3)

The main result of this subsection is the following approximation, which constitutes
part of the bound in (4.12). The proof is a bit lengthy, but it contains many important
ingredients, including a key renewal interpretation of second moment bounds.

Lemma 5.1 (No close triples). Recall from (4.2) that Kε “ plog 1
ε q

6 and recall } ¨ }Gt
from (3.52). There exists C P p0,8q such that for ε ą 0 small enough, we have: for all ϕ
with }ϕ}2G1

ă 8 and ψ P L8pR2
q,

lim sup
NÑ8 with NP2N

›

›

`

Zpno tripleq
N,ε ´ ZN

˘

pϕ,ψq
›

›

2

L
2 ď C

ˆ

}ϕ}2GKεε
`
plogKεq

2

log 1
ε

}ϕ}2G1

˙

}ψ}28 .

(5.4)

Proof. The random variables Xd,f px, yq depend on the disorder variables ξN pn, xq for
d ď n ď f , see (3.29). They are centered and orthogonal in L2 and, by (3.30) and (3.40),

ErXd,f px, yqXd
1
,f
1px1, y1qs “ 1

tpd,f,x,yq“pd
1
,f
1
,x
1
,y
1
qu
UN pf ´ d, y ´ xq .
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Since the sum which defines Zpno tripleq
N,ε pϕ,ψq is a subset of that of ZN pϕ,ψq, cf. (5.1) and

(5.3), it follows that we can write
›

›

`

Zpno tripleq
N,ε ´ ZN

˘

pϕ,ψq
›

›

2

L
2

“
1

N2

#

ÿ

kąplog 1
ε
q
2

ÿ

0ăi1ă...ăikď
1
ε

looooooooooooomooooooooooooon

IN,ε

`

plog 1
ε
q
2

ÿ

k“1

ÿ

pi1,...,ikqPpA
pno tripleq
ε q

c

looooooooooooooomooooooooooooooon

IIN,ε

+

ˆ
ÿ

d1ďf1 P TεN pi1q, ... , dkďfk P TεN pikq
x1, y1, ... ,xk, yk PZ

2

ˆ

ÿ

vPZ2
even

ϕN pvq q0,d1
pv, x1q

˙2

UN pf1 ´ d1, y1 ´ x1q

ˆ

#

k
ź

j“2

qfj´1,dj
pyj´1, xjq

2 UN pfj ´ dj , yj ´ xjq

+

ˆ

ÿ

wPZ2
even

qfk,N pyk, wqψN pwq

˙2

,

(5.5)

where IN,ε and IIN,ε are the contributions of tk ą plog 1
ε q

2
u and tpi1, . . . , ikq P pA

pno tripleq
ε q

c
u.

We split the proof in two parts, where we show that for some C ă 8 we have:

lim sup
NÑ8 with NP2N

IN,ε ď C
1

log 1
ε

}ϕ}2G1
}ψ}28 , (5.6)

lim sup
NÑ8 with NP2N

IIN,ε ď C

˜

}ϕ}2GKεε
`
plogKεq

2

log 1
ε

}ϕ}2G1

¸

}ψ}28 . (5.7)

Remark 5.2. Let us sketch a probabilistic interpretation of (5.5). From (3.33), we recall
that the expansion for UN pf ´ d, y ´ xq has a time-space renewal interpretation, and from
(3.51) the expansion of E

“

ZN pϕ,ψq
2‰ consists of a mixture of UN pf ´ d, y ´ xq, with weight

1

N
2 q
N
0,dpϕ, xq

2qNf,Ntpy, ψq
2. We can therefore write

E
“

ZN pϕ,ψq
2‰
“

ÿ

S“tpn1,z1q,...,pnr,zrqu

1ďn1ă¨¨¨nrďN, z1,...,zr PZ
2

Mϕ,ψ
N pSq,

where denoting S “ tpn1, z1q, . . . , pnr, zrqu with r “ |S|, we define

Mϕ,ψ
N pSq :“

σ2r
NR

2pr´1q
N

N2

ˆ

ÿ

vPZ2
even

ϕN pvq q0,n1
pv, z1q

˙2ˆ
ÿ

wPZ2
even

qnr,N pzr, wqψN pwq

˙2

ˆ P
´

`

τ
pNq
i , S

pNq
i

˘

“ pni, ziq @ 1 ď i ď r
ˇ

ˇ

ˇ
pτ
pNq
1 , S

pNq
1 q “ pn1, z1q

¯

.

(5.8)

The measure Mϕ,ψ
N p¨q is called a spectral measure since Mϕ,ψ

N pSq equals the square of the
coefficient of

ś

pni,ziqPS ξN pni, ziq in the chaos expansion (3.19) for ZN pϕ,ψq, where different
terms in the expansion are orthogonal in L2, similar to a Fourier decomposition. For more
on spectral measure, see e.g. [GaSt12].

The r.h.s. of (5.5) can then be written as
›

›

`

Z
pno tripleq
N,ε ´ ZN

˘

pϕ,ψq
›

›

2

L
2 “ Mϕ,ψ

N

´

|IpSq| ą plog 1
ε q

2 or IpSq P pApno tripleq
ε q

c
¯

, (5.9)
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where given S Ď t1, . . . , Nu ˆ Z2,

IpSq :“
 

i P t1, . . . , 1
εu : S X

`

TεN piq ˆ Z2˘
‰ H

(

.

Thanks to Lemma 3.3, it can be shown that as N Ñ 8, Mϕ,ψ
N converges to a similarly

re-weighted measure for the continuum time-space renewal process introduced in Lemma 3.3,
whose time component is the Dickman subordinator pYsqsě0 with exponentially weighted
Green’s function Gϑ, see (3.37) and (3.39).

Second Moment Bound via Renewal. We first explain the common steps in bounding
IN,ε and IIN,ε from (5.5), which also applies to the variance of ZN pϕ,ψq and the mean
squared error of later approximations. The common feature is that they all have the same
expansion as in (5.5), except the summation constraints are different.

Consider IIN,ε from (5.5). We first sum out the space variables in (5.5). Recall (3.9) and
note that

}ψN}`8 :“ sup
wPZ2

|ψN pwq| ď }ψ}8 , (5.10)

so that in (5.5) we can bound
ˆ

ÿ

wPZ2
even

qfk,N pyk, wqψN pwq

˙2

ď }ψN}
2
`
8 ď }ψ}28 . (5.11)

We can plug this bound into (5.5) and sum over the space variables in reverse order, from
yk, xk until y2, x2, y1, thus replacing UN pfj´dj , yj´xjq by UN pfj´djq and qfj´1,dj

pyj´1, xjq
2

by updj ´ fj´1q, see (3.40) and (3.3). Finally, we sum over x1 and observe that
ÿ

x1PZ
2

ˆ

ÿ

vPZ2
even

ϕN pvq q0,d1
pv, x1q

˙2

“
ÿ

v,v
1
PZ2

even

ϕN pvqϕN pv
1
q q2d1

pv ´ v1q “: N ΦN

´d1

N

¯

, (5.12)

where we introduced the function ΦN . Substituting these bounds into (5.5) then gives

IIN,ε ď
C }ψ}28
N

plog 1
ε
q
2

ÿ

k“1

ÿ

pi1,...,ikqPpA
pno tripleq
ε q

c

ÿ

d1ďf1 P TεN pi1q, ..., dkďfk P TεN pikq

ΦN

´d1

N

¯

UN pf1 ´ d1q

#

k
ź

j“2

updj ´ fj´1qUN pfj ´ djq

+

.

(5.13)

A similar estimate can be derived for IN,ε, with a corresponding summation constraint.
We now compute the limit as N Ñ8 of the r.h.s. of (5.13). Recalling ϕN from (3.9), the

local limit theorem (3.21), and (3.22), if d1{N Ñ s P p0, 1q, then for ΦN in (5.12) we have

ΦN

´d1

N

¯

:“
1

N

ÿ

v,v
1
PZ2

even

ϕN pvqϕN pv
1
q q2d1

pv ´ v1q

ÝÑ
NÑ8

ĳ

R2
ˆR2

ϕpzqϕpz1qgspz
1
´ zq dzdz1 “: Φpsq,

(5.14)

where we note that, by the definition of }ϕ}Gt from (3.52),
ż t

0
Φpsqds “ }ϕ}2Gt . (5.15)
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We will use the following result, which says that as N Ñ 8, for each I :“ pi1, . . . , ikq Ă
t1, . . . , 1

εu, the term in (5.13) converges to a limit that can be interpreted in terms of the
Dickman subordinator, as mentioned in Remark 5.2.

Lemma 5.3. Let ΦN and Φ be defined as in (5.14). For any fixed ε ą 0, k P N and
I :“ ti1, . . . , iku Ă t1, . . . ,

1
εu with i1 ă i2 ă . . . ă ik, we have

lim
NÑ8

1

N

ÿ

d1ďf1 P TεN pi1q, ..., dkďfk P TεN pikq

ΦN

`d1
N

˘

UN pf1 ´ d1q

#

k
ź

j“2

updj ´ fj´1qUN pfj ´ djq

+

“ IΦ
ε pIq ,

(5.16)

with

IΦ
ε pIq :“

ż

¨ ¨ ¨

ż

a1ďb1 P Tεpi1q , ... , akďbk P Tεpikq

da1 db1 ¨ ¨ ¨ dak dbk

Φpa1qGϑpb1 ´ a1q

#

k
ź

j“2

1

aj ´ bj´1
Gϑpbj ´ ajq

+

,

(5.17)

where Tεpiq :“ pεpi´ 1q, εis, and Gϑ psee (3.39) and (3.37)q is the weighted Green’s function
for the Dickman subordinator with Lévy measure 1

t1p0,1qptqdt introduced in Lemma 3.3.

Proof. If we introduce the macroscopic variables ai :“ di{N , bi :“ fi{N in (5.16), the
sums converge to corresponding integrals as N Ñ 8 (for fixed ε ą 0), by the asymptotic
expansions (3.3), (3.11), (3.42) and (3.43) for up¨q, σ2

N , UN p¨q (also recall (3.2)), as well as
the local limit theorem (3.21). This gives (5.16)-(5.17). �

We can interpret IΦ
ε pIq in (5.17) as the weight associated to a Dickman subordinator.

More precisely, recall that Gϑ is the weighted Green’s function of the Dickman subordinator
Y introduced in Lemma 3.3, and satisfies the following renewal property [CSZ19a, eq. (6.14)]:

@s ă t̄ ă t : Gϑpt´ sq “

ĳ

uPps,t̄q, vPpt̄,tq

Gϑpu´ sq
1

v ´ u
Gϑpt´ vqdudv . (5.18)

In (5.17), let us denote by Is,tε pi1, . . . , ikq the integral where the extreme variables a1 and bk
are not integrated out but rather fixed to be s and t respectively, namely,

Is,tε pIq :“

ż

¨ ¨ ¨

ż

sďb1 P Tεpi1q , ... , akďt P Tεpikq

db1 da2 db2 ¨ ¨ ¨ dak´1 dbk´1 dak

Gϑpb1 ´ sq

#

k´1
ź

j“2

1

aj ´ bj´1
Gϑpbj ´ ajq

+

1

ak ´ bk´1
Gϑpt´ akq .

(5.19)

This is the weight of renewal configurations that only visit the intervals Tεpi1q, . . . , Tεpikq,
and aj , bj are the first and last renewal points in Tεpijq, while 1

aj´bj´1
comes from the Lévy
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measure of the Dickman subordinator. An iterative application of (5.18) then shows that

@j ď j1, @s P Tεpjq, @t P Tεpj
1
q :

8
ÿ

k“1

ÿ

j“:i1ăi2ă...ăik´1ăik:“j
1

Is,tε pi1, . . . , ikq “ Gϑpt´ sq ,
(5.20)

which is just a renewal decomposition by summing over the set of possible intervals Tεpiq,
j ď i ď j1, visited by the Dickman subordinator Y , given that s, t are in the range of Y .

Applying Lemma 5.3 to (5.13) then gives

lim sup
NÑ8

IIN,ε ď C }ψ}28

plog 1
ε
q
2

ÿ

k“1

ÿ

pi1,...,ikqPpA
pno tripleq
ε q

c

IΦ
ε pi1, . . . , ikq , (5.21)

With the same arguments, we obtain a corresponding bound for IN,ε:

lim sup
NÑ8

IN,ε ď C }ψ}28
ÿ

kąplog 1
ε
q
2

ÿ

0ăi1ă...ăikď
1
ε

IΦ
ε pi1, . . . , ikq . (5.22)

To complete the proof of Lemma 5.1, it remains to derive (5.6) and (5.7) from these bounds.
We start with IIN,ε, which is more involved, but we first make a remark.

Remark 5.4 (Variance bound). If we remove any constraint on k and pi1, . . . , ikq from
formula (5.5), summing over all k P N and 0 ă i1 ă ¨ ¨ ¨ ă ik ď

1
ε , we obtain VarpZN pϕ,ψqq

(recall (3.19)). We thus have a simpler analogue of (5.21) and (5.22):

lim sup
NÑ8

VarpZN pϕ,ψqq ď C }ψ}28

8
ÿ

k“1

ÿ

0ăi1ă¨¨¨ăikď
1
ε

IΦ
ε pi1, . . . , ikq

ď C }ψ}28

ĳ

0ăsătă1

ΦpsqGϑpt´ sqdtds

ď C }ψ}28

ˆ
ż 1

0
Gϑptqdt

˙ˆ
ż 1

0
Φpsqds

˙

“ Ccϑ}ψ}
2
8}ϕ}

2
G1
,

(5.23)

where in the second inequality we applied the renewal decomposition (5.20), with s and t
being the first and last renewal points, we denoted cϑ :“

ş1
0 Gϑptqdt, see (3.46), and recalled

(5.15). Note that this bound is the same as the one in (3.55) and does not depend on ε.

Bound for IIN,ε: proof of (5.7).We start with (5.21). The constraint pApno tripleq
ε q

c contains
I “ pi1, . . . , ikq with either 1 ď i1 ă Kε, or ik ą

1
ε ´Kε, or ij`1 ´ ij , ij`2 ´ ij`1 ă Kε for

some j (hence k ě 3). We will treat the three cases one by one.
For the first case 1 ď i1 ă Kε, omitting the factor }ψ}28, its contribution is bounded by

plog 1
ε
q
2

ÿ

k“1

ÿ

0ăi1ăKε
i1ă...ăikď

1
ε

IΦ
ε pi1, . . . , ikq ď

ĳ

0ăsăKεε
sătă1

ΦpsqGϑpt´ sqds dt ď cϑ}ϕ}
2
GKεε

, (5.24)

where we applied the renewal decomposition (5.20) as in (5.23), and recalled from (5.15)
that }ϕ}2GKεε “

şKεε
0 Φpsqds. This gives the first term in (5.7).
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For the second case ik ą
1
ε ´Kε, omitting }ψ}28, its contribution is bounded by

plog 1
ε
q
2

ÿ

k“1

ÿ

0ăi1ă...ăik´1ăik
1
ε´Kεăikď

1
ε

IΦ
ε pi1, . . . , ikq ď

ĳ

0ăsăt
1´Kεεătă1

ΦpsqGϑpt´ sqds dt

ď C

ˆ
ż Kεε

0
Gptqdt

˙ˆ
ż 1

0
Φpsqds

˙

ď
C}ϕ}2G1

log 1
ε

,

where in the second inequality, we used that
şa`Kεε
a Gϑptqdt ď C

şKεε
0 Gϑptqdt ď C{ log 1

ε
uniformly in ε small enough and a P p0, 1q (by (3.46)-(3.47) and the choice (4.2) of Kε).
This bound is much smaller than the second term in (5.7).

For the third case with ij`1 ´ ij , ij`2 ´ ij`1 ă Kε for some j, we need to bound

Wε :“

plog 1
ε
q
2

ÿ

k“3

k´2
ÿ

j“1

ÿ

0ăi1ă...ăikď
1
ε

ij`1´ijăKε and ij`2´ij`1ăKε

IΦ
ε pi1, . . . , ikq

ď
ÿ

0ăiăi
1
ăi
2
ď 1
ε

|i
1
´i|ăKε

|i
2
´i
1
|ăKε

żżżż

bPTεpiq
a
1
ďb
1
PTεpi

1
q

a
2
PTεpi

2
q

dbda1 db1 da2
ż b

0
ds

ż 1

a
2

dt

ΦpsqGϑpb´ sq
1

a1 ´ b
Gϑpb

1
´ a1q

1

a2 ´ b1
Gϑpt´ a

2
q .

where we again applied the renewal decomposition (5.20). Bounding the integral of Gϑpt´a
2
q

over t by cϑ “
ş1
0 Gϑpuqdu, we obtain

Wε ď

1
ε
ÿ

i“1

i`Kε
ÿ

i
1
“i`1

i
1
`Kε
ÿ

i
2
“i
1
`1

żżżż

bPTεpiq
a
1
ďb
1
PTεpi

1
q

a
2
PTεpi

2
q

dbda1 db1 da2
ż b

0
cϑΦpsq

Gϑpb´ sq

a1 ´ b

Gϑpb
1
´ a1q

a2 ´ b1
ds .

(5.25)

Note that if we restrict the sum to 2 ď i1´ i, i2´ i1 ď Kε, then using (3.47), it is not difficult

to see that the integrals can be bounded by C plogKεq
2

log 1
ε

ş1
0 Φpsqds. Complications only arise

when i1 “ i` 1 or i2 “ i1 ` 1.
We will proceed in three steps. The following bound will be used repeatedly:

@δ P p0, 1
2q , @z P rδ,8q :

ż δ

0
Gϑpxq log

ˆ

1`
z

δ ´ x

˙

dx ď C
logp1` z

δ q

log 1
δ

. (5.26)

Indeed, splitting the integral over p0, δ2q and p
δ
2 , δq and exploiting (3.46), we note that:

‚ for x ă δ
2 we have logp1` z

δ´xq ď logp1` z
δ{2q ď C logp1` z

δ q and
şδ{2
0 Gϑpxq dx ď C

1

log 1
δ

;

‚ for x ą δ
2 we can bound Gϑpxq ď C

δplog 1
δ
q
2 and, by the change of variable t :“ z

δ´x ,

ż δ

0
log

ˆ

1`
z

δ ´ x

˙

dx “ z

ż 8

z
δ

logp1` tq

t2
dt ď C 1 δ log

ˆ

1`
z

δ

˙

. (5.27)
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We now continue to bound the r.h.s. of (5.25).

Step 1. Given i1 P N and a1 P Tεpi
1
q, we bound the integrals over a2 and b1 in (5.25):

i
1
`Kε
ÿ

i
2
“i
1
`1

ĳ

b
1
PTεpi

1
q: b
1
ąa
1

a
2
PTεpi

2
q

da2 db1Gϑpb
1
´ a1q

1

a2 ´ b1
“

ż εi
1

a
1

db1Gϑpb
1
´ a1q log

εpi1 `Kεq ´ b
1

εi1 ´ b1

“

„
ż δ

0
dxGϑpxq log

ˆ

1`
εKε

δ ´ x

˙ˇ

ˇ

ˇ

ˇ

δ:“εi
1
´a
1
ď C

logp1` εKε
εi
1
´a
1 q

log 1
εi
1
´a
1

,

where we used (5.26) and changed variable x :“ b1 ´ a1. Plugging it into (5.25), we obtain

Wε ď C

1
ε
ÿ

i“1

i`Kε
ÿ

i
1
“i`1

ĳ

bPTεpiq
a
1
PTεpi

1
q

dbda1
ż b

0
ds ΦpsqGϑpb´ sq

1

a1 ´ b

logp1` εKε
εi
1
´a
1 q

log 1
εi
1
´a
1

. (5.28)

Step 2. Given i P N and b P Tεpiq, we focus on the integral over a1 in (5.28):

i`Kε
ÿ

i
1
“i`1

ż εi
1

εpi
1
´1q

da1
1

a1 ´ b

logp1` εKε
εi
1
´a
1 q

log 1
εi
1
´a
1

“

i`Kε
ÿ

i
1
“i`1

ż ε

0

1

εi1 ´ b´ x

logp1` εKε
x q

log 1
x

dx , (5.29)

by the change of variables x :“ εi1 ´ a1. We first bound the sum from i1 “ i` 2 onward, for
which we note that for x P p0, εq,

i`Kε
ÿ

i
1
“i`2

1

εi1 ´ b´ x
ď

1

ε
log

εpi`Kε ` 1q ´ b´ x

εpi` 1q ´ b´ x
“

1

ε
log

ˆ

1`
εKε

εpi` 1q ´ b´ x

˙

ď
1

ε
log

ˆ

1`
εKε

εi´ b

˙

.

Moreover, by the change of variables x “ ε e´t,

ż ε

0

logp1` εKε
x q

log 1
x

dx “ ε

ż 8

0
e´t

logp1`Kεe
t
q

t` log 1
ε

dt ď
ε

log 1
ε

ż 8

0
e´tpt` logp1`Kεqqdt ,

(5.30)
because t` log 1

ε ě log 1
ε and 1`Kεe

t
ď p1`Kεqe

t. Therefore

i`Kε
ÿ

i
1
“i`2

ż ε

0

1

εi1 ´ b´ x

logp1` εKε
x q

log 1
x

dx ď C
logp1`Kεq

log 1
ε

log

ˆ

1`
εKε

εi´ b

˙

.
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Now for the case i1 “ i` 1, we have
ż ε

0

1

εpi` 1q ´ b´ x

logp1` εKε
x q

log 1
x

dx

ď
2

ε

ż ε{2

0

logp1` εKε
x q

log 1
x

dx` C
logp1`Kεq

log 1
ε

ż ε

ε{2

1

εpi` 1q ´ b´ x
dx

ď C
logp1`Kεq

log 1
ε

ˆ

1` log

ˆ

1`
ε{2

εi´ b

˙˙

ď C
logp1`Kεq

log 1
ε

log

ˆ

1`
εKε

εi´ b

˙

.

Substituting the above bounds into (5.28) then gives

Wε ď C 1
logp1`Kεq

log 1
ε

1
ε
ÿ

i“1

ż

bPTεpiq

db

ż b

0
ds ΦpsqGϑpb´ sq log

ˆ

1`
εKε

εi´ b

˙

“ C 1
logp1`Kεq

log 1
ε

1
ε
ÿ

i“1

ż εi

0
dsΦpsq

ż εi

maxts,εpi´1qu
dbGϑpb´ sq log

ˆ

1`
εKε

εi´ b

˙

.

(5.31)

Step 3. Given s P p0, 1q, we bound the integral over b in (5.31).

‚ For s P pεpi´ 2q, εiq we can bound, by (5.26) with δ “ εi´ s,
ż εi

s
Gϑpb´ sq log

ˆ

1`
εKε

εi´ b

˙

db ď C
logp1` εKε

εi´sq

log 1
εi´s

ď C 1 logp1`Kεq , (5.32)

where the last inequality (which is very rough) holds, say for ε P p0, 1
4q, uniformly for

s P pεpi´ 2q, εiq and Kε ě 1, because x :“ 1
εi´s ě

1
2ε ě 2 and

sup
xě2

logp1` pεKεqxq

log x
ď sup

xě2

logpp1`Kεqxq

log x
“

logpp1`Kεq2q

log 2
ď

2

log 2
logp1`Kεq .

‚ For s ď εpi´ 2q we can bound Gϑpb´ sq ď C Gϑpεpi´ 1q ´ sq, see (3.46), and
ż εi

εpi´1q
log

ˆ

1`
εKε

εi´ b

˙

db “

ż ε

0
log

ˆ

1`
εKε

x

˙

dx ď C 1 ε logp1`Kεq ,

by the change of variables x :“ εi´ b and the estimate (5.27) with δ “ ε and z “ εKε.

Substituting these bounds into (5.31) then gives

Wε ď C2
plogp1`Kεqq

2

log 1
ε

1
ε
ÿ

i“1

"
ż εi

εpi´2q
`
Φpsq ds ` ε

ż εpi´2q
`

0
ΦpsqGϑpεpi´ 1q ´ sqds

*

ď C2
plogp1`Kεqq

2

log 1
ε

ż 1

0
Φpsq

#

2 `

1
ε
ÿ

i“2`r s
ε

s

εGϑpεpi´ 1q ´ sq

+

ds

ď C
plogp1`Kεqq

2

log 1
ε

ż 1

0
Φpsq ds “ C

plogp1`Kεqq
2

log 1
ε

}ϕ}2G1
,

(5.33)

where the last sum can be seen as a Riemann sum and bounded by a multiple of cϑ “
ş1
0 Gϑpxq dx. This bound gives the second term in (5.7) and completes its proof.
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Bound for IN,ε: proof of (5.6). In view of (5.22) and (5.15), we need to show that

Vε :“
ÿ

IĂt1,..., 1
ε
u, |I|ąplog 1

ε
q
2

IΦ
ε pIq ď C

ˆ
ż 1

0
Φptq dt

˙

1

log 1
ε

. (5.34)

By Markov’s inequality, we can bound

Vε ď
1

plog 1
ε q

2

ÿ

IĂt1,..., 1
ε
u, |I|ąplog 1

ε
q
2

|I| IΦ
ε pIq ď

1

plog 1
ε q

2

1
ε
ÿ

j“1

ÿ

IĂt1,..., 1
ε
u,IQj

IΦ
ε pIq .

Recalling the renewal interpretation of IΦ
ε pIq after Lemma 5.3 and the renewal decomposition

(5.20), we can integrate over the first renewal visit s, the last visited point u P Tεpjq, the
first visited point v after Tεpjq, and the last renewal visit t ď 1, to obtain the bound

Vε ď
1

plog 1
ε q

2

ÿ

1ďjď 1
ε

żżżż

0ăsăuăvătď1
uPTεpjq,vąεj

ΦpsqGϑpu´ sq
1

v ´ u
Gϑpt´ vq ds dudv dt

ď
cϑ

plog 1
ε q

2

ÿ

1ďjď 1
ε

ĳ

0ăsău, uPTεpjq

ΦpsqGϑpu´ sq log
1

εj´ u
ds dt .

Observe that the sum of the integrals is exactly the same as in the r.h.s. of (5.31) with Kε

replaced by 1
ε . Therefore the bounds leading to (5.33) also applies, which gives

Vε ď
cϑ

plog 1
ε q

2C
2 log

´

1`
1

ε

¯

ż 1

0
Φpsqds ď

C

log 1
ε

ż 1

0
Φpsqds .

This matches our goal (5.34) and completes the proof of (5.6). �

5.2. Step 2: Diffusive truncation in space. In this step, we introduce our
second approximation Zpdiffq

N,ε pϕ,ψq and show that it is close to Zpno tripleq
N,ε pϕ,ψq.

For a “ pap1q, ap2qq P Z2, recall from (4.1) the mesoscopic spatial square

SεN paq :“
`

pa´ p1, 1qq
?
εN, a

?
εN

‰

“
`

pap1q ´ 1q
?
εN, ap1q

?
εN

‰

ˆ
`

pap2q ´ 1q
?
εN, ap2q

?
εN

‰

,
(5.35)

to which we associate the mesoscopic space variable a. We now perform coarse-graining
in space by grouping terms in the expansion of Zpno tripleq

N,ε pϕ,ψq in (5.3) according to the
mesoscopic spatial boxes visited by the space variables v, xi, yi, w in (5.3). Namely, recall
the definition (4.1) of the mesoscopic time-space box

BεN pi, aq “
`

TεN piq ˆ SεN paq
˘

X Z3
even . (5.36)
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We can rewrite (5.3) by introducing the mesocopic space variables b0, a1, b1, . . . , ak, bk, ak`1:

Zpno tripleq
N,ε pϕ,ψq “ qN0,N pϕ,ψq

`
1

N

plog 1
ε
q
2

ÿ

k“1

ÿ

pi1,...,ikqPA
pno tripleq
ε

ÿ

b0PZ
2

ÿ

a1, b1, ... ,ak, bk PZ
2

ÿ

pd1,x1qPBεN pi1,a1q

pf1,y1qPBεN pi1,b1q

with d1ďf1

¨ ¨ ¨
ÿ

pdk,xkqPBεN pik,akq
pfk,ykqPBεN pik,bkq

with dkďfk
ˆ

ÿ

vPSεN pbqXZ
2
even

ϕN pvq q0,d1
pv, x1q

˙

Xd1,f1
px1, y1q

#

k
ź

j“2

qfj´1,dj
pyj´1, xjqXdj ,fj

pxj , yjq

+

ˆ

ˆ

ÿ

ak`1PZ
2

ÿ

wPSεN pak`1qXZ
2
even

qfk,N pyk, wqψN pwq

˙

. (5.37)

We now perform a diffusive scale truncation by replacing each Xdi,fi
pxi, yiq in the above

expansion by its truncated version Xpdiffq
di,fi

pxi, yiq defined in (4.10). Let us stress that

X
pdiffq
d,f px, yq “ 0 for x P SεN paq, y P SεN pbq with |b´ a| ąMε . (5.38)

Furthermore, we restrict the mesoscopic space variables pa1, b1, . . . , ak, bkq in (5.37) to a
“diffusive set” that depends on the initial and final space variables b0 and ak`1, and time
variables pi0 :“ 0, i1, . . . , ik, ik`1 :“ 1

ε q:

Apdiffq
ε;b0,ak`1

:“
!

pa1, b1, . . . , ak, bkq P pZ
2
q
2k s.t. @ 1 ď j ď k, |bj ´ aj | ďMε,

and @ 1 ď j ď k ` 1, |aj ´ bj´1| ďMε

b

ij ´ ij´1

)

. (5.39)

Remark 5.5. Once pi1, . . . , ikq P A
pno tripleq
ε are grouped into time blocks, see Definition 4.1,

we can then group pa1, b1, . . . , ak, bkq P Apdiffq
ε;b,c into space-blocks, see Definition 4.2. The

constraint Apdiffq
ε;b,c then maps to the constraint ~Apdiffq

ε;b,c defined in (4.6).

More explicitly, we can approximate Zpno tripleq
N,ε pϕ,ψq from (5.37) by

Zpdiffq
N,ε pϕ,ψq :“ qN0,N pϕ,ψq `

1

N

plog 1
ε
q
2

ÿ

k“1

ÿ

pi1,...,ikqPA
pno tripleq
ε

ÿ

b0,ak`1 PZ
2

ÿ

pa1, b1, ... ,ak, bkqPA
pdiffq
ε;b0,ak`1

ÿ

pd1,x1qPBεN pi1,a1q

pf1,y1qPBεN pi1,b1q

with d1ďf1

¨ ¨ ¨
ÿ

pdk,xkqPBεN pik,akq
pfk,ykqPBεN pik,bkq

with dkďfk

ÿ

y0PSεN pb0qXZ
2
even

ϕN py0q (5.40)

ˆ

#

k
ź

j“1

qfj´1,dj
pyj´1, xjqX

pdiffq
dj ,fj

pxj , yjq

+

ÿ

xk`1PSεN pak`1qXZ
2
even

qfk,N pyk, xk`1qψN pxk`1q ,

where f0 :“ 0. The main result of this subsection is the following, where the approximation
error is much smaller than VarpZβN

N,1pϕ,ψqq in (3.55).
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Lemma 5.6 (Diffusive bound). Recall from (4.2) that Mε “ log log 1
ε and recall } ¨ }Gt

from (3.52). There exist c,C P p0,8q such that for ε ą 0 small enough, we have: for all ϕ
with }ϕ}2G1

ă 8 and ψ P L8pR2
q,

lim sup
NÑ8 with NP2N

›

›

`

Zpdiffq
N,ε ´ Zpno tripleq

N,ε

˘

pϕ,ψq
›

›

2

L
2 ď C e´cM

2
ε }ϕ}2G1

}ψ}28. (5.41)

Proof. We argue as in the proof of Lemma 5.1. Note that the chaos expansion for Zpdiffq
N,ε is

a restricted sum of terms in the expansion for Zpno tripleq
N,ε due to the following two effects:

(I) the replacement of Xdj ,fj
pxj , yjq by X

pdiffq
dj ,fj

pxj , yjq (cf. (4.10)-(4.9) and (3.29));

(II) the restriction of pa1, b1, . . . , ak, bkq to Apdiffq
ε;b0,ak`1

.

Since terms in the chaos expansion are mutually L2 orthogonal, we can write

›

›

`

Zpdiffq
N,ε ´ Zpno tripleq

N,ε

˘

pϕ,ψq
›

›

2

L
2 “ IN,ε ` IIN,ε , (5.42)

where IN,ε and IIN,ε are the squared L2 error as we first make the replacement in (I) and
then impose the restriction in (II).

To be more precise, we can define Xpsuperdiffq
d,f px, yq by the equality

Xd,f px, yq “ X
pdiffq
d,f px, yq `X

psuperdiffq
d,f px, yq . (5.43)

In view of (3.30) and (3.40), we define

U
pdiffq
N, d,f px, yq :“ E

“

X
pdiffq
d,f px, yq2

‰

, (5.44)

U
psuperdiffq
N, d,f px, yq :“ E

“

X
psuperdiffq
d,f px, yq2

‰

. (5.45)

Note that Xpsuperdiffq
d,f px, yq and Xpdiffq

d,f px, yq are orthogonal in L2, see (4.10)-(4.9) and (3.29).
As a consequence, if we plug (5.43) into (5.37) and expand the product, we obtain

IN,ε “
1

N2

plog 1
ε
q
2

ÿ

k“1

ÿ

pi1,...,ikqPA
pno tripleq
ε

ÿ

b0,b0
1

a1, b1, ... ,ak, bk
PZ2

ÿ

pd1,x1qPBεN pi1,a1q

pf1,y1qPBεN pi1,b1q

with d1ďf1

¨ ¨ ¨
ÿ

pdk,xkqPBεN pik,akq
pfk,ykqPBεN pik,bkq

with dkďfk

ˆ

ˆ

ÿ

vPSεN pb0qXZ
2
even

v
1
PSεN pb0

1
qXZ2

even

ϕN pvqϕN pv
1
q q0,d1

pv, x1q q0,d1
pv1, x1q

˙

ˆ

#

k
ź

j“2

qfj´1,dj
pyj´1, xjq

2

+

ˆ

ÿ

wPZ2
even

qfk,N pyk, wqψN pwq

˙2

ˆ
ÿ

JĎt1,...,ku: |J |ě1

ź

jPJ

U
psuperdiffq
N, dj ,fj

pxj , yjq
ź

jPt1,...,kuzJ

U
pdiffq
N, dj ,fj

pxj , yjq .

(5.46)
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The term IIN,ε in (5.42) accounts for the further restriction to pa1, b1, . . . , ak, bkq P

Apdiffq
ε;b0,ak`1

XApdiffq

ε;b
1
0,a
1
k`1

for some b0, b0
1, ak`1, a

1
k`1 P Z

2, and hence

IIN,ε “
1

N2

plog 1
ε
q
2

ÿ

k“1

ÿ

pi1,...,ikqPA
pno tripleq
ε

ÿ

b0,b0
1
,ak`1,a

1
k`1PZ

2

pa1, b1, ... ,ak, bkqPpA
pdiffq
ε;b0,ak`1

q
c
XpApdiffq

ε;b0
1
,a
1
k`1

q
c

ÿ

pd1,x1qPBεN pi1,a1q

pf1,y1qPBεN pi1,b1q

with d1ďf1

¨ ¨ ¨
ÿ

pdk,xkqPBεN pik,akq
pfk,ykqPBεN pik,bkq

with dkďfk
ˆ

ÿ

vPSεN pb0qXZ
2
even

v
1
PSεN pb0

1
qXZ2

even

ϕN pvqϕN pv
1
q q0,d1

pv, x1q q0,d1
pv1, x1q

˙

ˆ U
pdiffq
N, d1,f1

px1, y1q

#

k
ź

j“2

qfj´1,dj
pyj´1, xjq

2 U
pdiffq
N, dj ,fj

pxj , yjq

+

ˆ

ˆ

ÿ

xk`1PSεN pak`1qXZ
2
even

x
1
k`1PSεN pa

1
k`1qXZ

2
even

qfk,N pyk, xk`1qqfk,N pyk, x
1
k`1qψN pxk`1qψN px

1
k`1q

˙

. (5.47)

To prove (5.41), it suffices to show that for some c,C P p0,8q,

lim sup
NÑ8 with NP2N

IN,ε ď Ce´cM
2
ε }ϕ}2G1

}ψ}28 and lim sup
NÑ8 with NP2N

IIN,ε ď Ce´cM
2
ε }ϕ}2G1

}ψ}28.

(5.48)
We need the following bound, which follows easily from Lemma 3.5. Recall UN pnq and

UN pnq from (3.35) and (3.40).

D c, C P p0,8q s.t. @N P N, ε ą 0, d ď f P N with |f ´ d| ď εN :
ÿ

yPZ2

U
psuperdiffq
N, d,f px, yq ď C e´cM

2
ε UN pf ´ dq .

(5.49)

We are ready to bound IN,ε in (5.46). As in the proof of Lemma 5.1, the last term
`
ř

wPZ2 qfk,N pyk, wqψN pwq
˘2 can be bounded as in (5.11). We then sum over all space

variables in reverse order from yk, xk until y1. We will use
ř

xPZ2 qf,dpy, xq
2
“ upd´ fq by

(3.3), apply (5.49) together with the fact that
ÿ

yPZ2

U
pdiffq
N, d,f px, yq ď

ÿ

yPZ2

UN pf ´ d, y ´ xq “ UN pf ´ dq , (5.50)

and finally sum over x1, noting that, by (5.12),
ÿ

a1PZ
2

ÿ

x1PSεN pa1q

ÿ

b0,b0
1
PZ2

ÿ

vPSεN pb0qXZ
2
even

v
1
PSεN pb0

1
qXZ2

even

ϕN pvqϕN pv
1
q q0,d1

pv, x1q q0,d1
pv1, x1q

“
ÿ

v,v
1
PZ2

even

ϕN pvqϕN pv
1
q q2d1

pv ´ v1q “ N ΦN

´d1

N

¯

.

(5.51)



44 F. CARAVENNA, R. SUN, AND N. ZYGOURAS

We then obtain an analogue of (5.13):

IN,ε ď
C }ψ}28
N

plog 1
ε
q
2

ÿ

k“1

ÿ

pi1,...,ikqPA
pno tripleq
ε

ÿ

d1ďf1 P TεN pi1q , ... , dkďfk P TεN pikq
«

ÿ

JĎt1,...,ku: |J |ě1

C e´cM
2
ε |J |

ff

ΦN

´d1

N

¯

UN pf1 ´ d1q

#

k
ź

j“2

updj ´ fj´1qUN pfj ´ djq

+

.

(5.52)

For k ď plog 1
ε q

2, recalling that Mε “ log log 1
ε , we can bound for ε ą 0 small enough

«

ÿ

JĎt1,...,ku: |J |ě1

C e´cM
2
ε |J |

ff

“ C
 

p1` e´cM
2
ε q
k
´ 1

(

ď 2Ck e´cM
2
ε ď 2Ce´

c
2
M

2
ε .

We now plug this bound into (5.52) and sum freely over all 0 ă i1 ă . . . ă ik ď
1
ε . As

N Ñ8, by Lemma 5.3 and similar to (5.21), we obtain (with c “ c
2)

lim sup
NÑ8

IN,ε ď C }ψ}28 e
´cM

2
ε

plog 1
ε
q
2

ÿ

k“1

ÿ

0ăi1ă...ăikď
1
ε

IΦ
ε pi1, . . . , ikq , (5.53)

The renewal decomposition (5.20), together with cϑ “
ş1
0 Gϑpxq dx ă 8, yields

8
ÿ

k“1

ÿ

0ăi1ă...ăikď
1
ε

IΦ
ε pi1, . . . , ikq “

ĳ

0ăsătă1

ΦpsqGϑpt´ sqds dt ď cϑ

ż 1

0
Φpsqds . (5.54)

By (5.15), this proves the first bound in (5.48).
We now prove the bound on IIN,ε in (5.48). Note from (5.39) that

pApdiffq
ε;b0,ak`1

q
c
“

k
ď

l“1

 

|bl ´ al| ąMε

(

Y

k`1
ď

j“1

!

|aj ´ bj´1| ąMε

b

ij ´ ij´1

)

. (5.55)

The first union in (5.55) gives no contribution to (5.47) since U
pdiffq
N,d,f px, yq “ 0 when

x P SεN paq and y P SεN pbq with |b´ a| ąMε, by (5.38) and (5.44). It remains to consider
the contribution to (5.47) from the second union in (5.55), namely, |aj´bj´1| ąMε

a

ij ´ ij´1

for some j P t1, . . . , k, k ` 1u.
In contrast to the bound on IN,ε where a small factor Ce´cM

2
ε comes from the bound on

ř

yjPZ
2 U

psuperdiffq
N, dj ,fj

pxj , yjq in (5.49), in the bound for IIN,ε, the same small factor now comes

from the following estimates: there exists c P p0,8q such that for any i ă i1, f P TεN piq,
d1 P TεN pi

1
q, b P Z2, and y P SεN pbq, we have

ÿ

a
1
PZ2

: |a
1
´b|ąMε

?
i
1
´i

ÿ

x
1
PSεN pa

1
q

qf,d1py, x
1
q ď C e´cM

2
ε , (5.56)

ÿ

a
1
PZ2

: |a
1
´b|ąMε

?
i
1
´i

ÿ

x
1
PSεN pa

1
q

qf,d1py, x
1
q
2
ď C e´cM

2
ε upd1 ´ fq , (5.57)
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where recall from (3.3) that upnq :“
ř

zPZ2 qnpzq
2
“ q2np0q. The first bound follows from

the fact that qnp¨q has Gaussian tail decay. The second bound is a consequence of the first
bound, because supz qnpzq ď

C
1

n ď Cupnq by the local limit theorem (3.21) and (3.3).
The bound on IIN,ε then follows the same steps as that for IN,ε, where we take a union

bound over all 1 ď j ď k ` 1 ď plog 1
ε q

2
` 1 with |aj ´ bj´1| ąMε

a

ij ´ ij´1.

‚ For j “ k ` 1, bounding ψ by }ψ}8 and applying (5.56), the sum over w,w1 and
ak`1, a

1
k`1 in (5.47) under the super-diffusive constraint |ak`1 ´ bk| ą Mε

b

1
ε ´ ik

leads to an extra factor of Ce´cM
2
ε compared with the bound when this constraint is

not present (see (5.11)).

‚ For 2 ď j ď k, by (5.57), the sum of qfj´1,dj
pyj´1, xjq

2 over xj in (5.47) under this

super-diffusive constraint gives an extra factor of Ce´cM
2
ε compared to the case when

this constraint is not present.

‚ For j “ 1, given b0, b
1
0 P Z2, we could have either |a1 ´ b0| ą Mε

?
i1 or |a1 ´ b10| ą

Mε

?
i1; either way, given v P SεN pb0q, v

1
P SεN pb

1
0q and d1 P TεN pi1q, the sum of

q0,d1
pv, x1qq0,d1

pv1, x1q in (5.47) under this super-diffusive constraint gives a factor

Ce´cM
2
ε compared to the case when this constraint is not present.

Since there are at most plog 1
ε q

2
` 1 choices of such j, this leads to the same bound we had

for IN,ε in (5.53), which establishes the second inequality in (5.48).
This completes the proof of Lemma 5.6. �

5.3. Step 3: Kernel replacement. In this step, we introduce a last approximation
Zpcgq
N,ε pϕ,ψq and show that it is close both to Zpdiffq

N,ε pϕ,ψq and to the coarse-grained model

Z pcgq
ε pϕ,ψ|Θ

pcgq
N,ε q. This completes the proof of Theorem 4.7.

Let us first summarize the previous steps. So far, we have performed coarse-graining by
grouping terms in the chaos expansion for ZN pϕ,ψq in (3.19) according to the mesoscopic
time-space boxes BεN pi, aq visited by the microscopic time-space renewal configuration
pn1, z1q, . . . , pnr, zrq in (3.19). Imposing suitable restrictions, we have defined the approx-
imations Zpno tripleq

N,ε pϕ,ψq in (5.3) and Zpdiffq
N,ε pϕ,ψq in (5.40). The next step is to replace

the relevant random walk transition kernels in the expansion (5.40) for Zpdiffq
N,ε pϕ,ψq by

heat kernels as in (2.6), i.e., replace the random walk transition kernels qfj´1,dj
pyj´1, xjq

connecting the microscopic points pfj´1, yj´1q P BεN pij´1, bj´1q and pdj , xjq P BεN pij , ajq by
a heat kernel that depends on the mesoscopic time-space variables pij´1, bj´1q and pij , ajq.
However, such an approximation is only good if ij ´ ij´1 is sufficiently large, say at least
Kε “ plog 1

ε q
6 as in (4.2).

This naturally leads to the decomposition of pi1, . . . , ikq into time blocks, where consecutive
ij´1, ij with distance less than Kε are grouped into a single block. The constraint Apno tripleq

ε

in (5.2) ensures that each time block consists of either a single ij , or two consecutive ij´1, ij ,
leading to the definition of time blocks~i in Definition 4.1, while Apno tripleq

ε is mapped to the
constraint ~Apno tripleq

ε introduced in (4.4) for a sequence of time blocks. Given a sequence
of time blocks p~i1, . . . ,~irq visited by the microscopic time-space renewal configuration, for
each time block~il “ pil, i

1
lq, we can identify the first mesoscopic box SεN palq visited by the
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renewal configuration in the time interval TεN pilq, as well as the last mesoscopic box SεN pa
1
lq

visited by the renewal configuration in the time interval TεN pi
1
lq. This produces a space block

~al :“ pal, a
1
lq as in Definition 4.2.

Summarizing: we can rewrite the expansion for Zpdiffq
N,ε pϕ,ψq in (5.40) according to the

sequence of visited time-space blocks p~i1,~a1q, . . . , p~ir,~arq, where the diffusive constraint A
pdiffq
ε;b,c

in (5.39) is mapped to ~Apdiffq
ε;b,c defined in (4.6) for the sequence of space blocks. See Figure 2.

We are ready to define our last approximation Zpcgq
N,ε pϕ,ψq: having rewritten the expansion

(5.40) for Zpdiffq
N,ε pϕ,ψq in terms of the visited time-space blocks p~i1,~a1q, . . . , p~ir,~arq, we replace

each random walk transition kernel connecting two consecutive time-space blocks by a heat
kernel depending only on the mesoscopic variables p~i¨,~a¨q. More precisely, given pfj´1, yj´1q P

BεN pi
1
j´1, a

1
j´1q and pdj , xjq P BεN pij , ajq, we make within (5.40) the replacement

qfj´1,dj
pyj´1, xjq ù

2

εN
g 1

2
pij´i

1
j´1q
paj ´ a1j´1q, (5.58)

where the prefactor 2 is due to periodicity (note that ij ´ i1j´1 ě Kε by the constraint
~Apno tripleq
ε from (4.4)). We similarly replace the “boundary kernels” in (5.40), namely

qN0,N pϕ,ψq ù
1

2
g 1

2
pϕ,ψq , (5.59)

q0,d1
py0, x1q ù

2

εN
g 1

2
i1
pa1 ´ b0q for

y0 P SεN pb0q ,

pd1, x1q P BεN pi1, a1q ,
(5.60)

qfk,N pyk, xk`1q ù
2

εN
g 1

2
p 1
ε
´ikq

pak`1 ´ bkq for
pfk, ykq P BεN pik, bkq ,
xk`1 P SεN pak`1q ,

(5.61)

where the constraint Apno tripleq
ε (which maps to ~Apno tripleq

ε ) ensures i1 ě Kε and 1
ε ´ ik ě Kε.

We thus define Zpcgq
N,ε pϕ,ψq as the expression obtained from (5.40) via the replacements (5.58)

and (5.59)-(5.61) (this description is useful to compare Zpcgq
N,ε pϕ,ψq with Zpdiffq

N,ε pϕ,ψq).

An alternative, equivalent description of Zpcgq
N,ε pϕ,ψq is through the following formula:

Zpcgq
N,ε pϕ,ψq “

1

2
g 1

2
pϕ,ψq `

1

N

plog 1
ε
q
2

ÿ

r“1

ÿ

p~i1,...,~irqP~A
pno tripleq
ε

a
1
0,ar`1PZ

2
,p~a1,...,~arqP~A

pdiffq

ε;a
1
0,ar`1

ˆ

ÿ

vPSεN pa
1
0qXZ

2
even

ϕN pvq

˙

ˆ

r
ź

l“1

g 1
2
pil´i

1
l´1q
pal ´ a1l´1qΘ

pcgq
N,ε p

~il,~alq ˆ

ˆ

g 1
2
p 1
ε
´i
1
rq
par`1 ´ a1rq

2

εN

ÿ

wPSεN par`1qXZ
2
even

ψN pwq

˙

, (5.62)

where i10 :“ 0 and Θ
pcgq
N,ε p

~ij ,~ajq is the coarse-grained disorder variable defined in (4.11), which
collects the contributions in (5.40) from a given visited time-space block p~ij ,~ajq, and it arises
thanks to the factorisations induced by the replacements in (5.58) and (5.59)-(5.61).
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Remark 5.7. Only the prefactor 2
εN arising from the last replacement (5.61) appears

explicitly in (5.62): all other factors of 2
εN arising from (5.58) and (5.60) have been absorbed

in the coarse-grained disorder variable Θ
pcgq
N,ε p

~ij ,~ajq following the replaced kernel q, see (4.11).

Finally, to compare Zpcgq
N,ε pϕ,ψq with the coarse-grained model Z pcgq

ε pϕ,ψ|Θ
pcgq
N,ε q defined

in (4.8), we introduce the notation

ϕpNqε pa10q :“
2

εN

ˆ

ÿ

vPSεN pa
1
0qXZ

2
even

ϕN pvq

˙

, ψpNqε par`1q :“
2

εN

ˆ

ÿ

wPSεN par`1qXZ
2
even

ψN pvq

˙

, (5.63)

which allows us to rewrite (5.62) more compactly as

Zpcgq
N,ε pϕ,ψq “

1

2
g 1

2
pϕ,ψq `

ε

2

plog 1
ε
q
2

ÿ

r“1

ÿ

a
1
0,ar`1 PZ

2

ÿ

p~i1,...,~irqP~A
pno tripleq
ε

p~a1,...,~arqP~A
pdiffq

ε;a
1
0,ar`1

ϕpNqε pa10q ˆ

#

r
ź

l“1

g 1
2
pil´i

1
l´1q
pal ´ a1l´1qΘ

pcgq
N,ε p

~il,~alq

+

g 1
2
p 1
ε
´i
1
rq
par`1 ´ a1rqψ

pNq
ε par`1q .

(5.64)

Compare this with Z pcgq
ε pϕ,ψ|Θ

pcgq
N,ε q in (4.8), the only difference is that ϕε and ψε in (4.8)

are now replaced by ϕpNqε and ψpNqε .
The main result of this subsection is the following L2 approximation, which completes

the proof of Theorem 4.7.

Lemma 5.8 (Coarse graining). Recall Zpdiffq
N,ε pϕ,ψq from (5.62), Z pcgq

ε pϕ,ψ|Θ
pcgq
N,ε q from

(4.8) and } ¨ }Gt from (3.52). There exists C P p0,8q such that for ε ą 0 small enough, we
have: for all ϕ with }ϕ}2G1

ă 8 and ψ P L8pR2
q,

lim sup
NÑ8 with NP2N

›

›

`

Zpcgq
N,ε pϕ,ψq ´ Zpdiffq

N,ε

˘

pϕ,ψq
›

›

2

L
2 ď

C

log 1
ε

}ϕ}2G1
}ψ}28 , (5.65)

lim
NÑ8 with NP2N

›

›Z pcgq
ε pϕ,ψ|Θ

pcgq
N,ε q ´ Zpcgq

N,ε pϕ,ψq
›

›

2

L
2 “ 0. (5.66)

Proof. We first prove (5.65). To define Zpcgq
N,ε pϕ,ψq from Zpdiffq

N,ε pϕ,ψq in (5.40), we first
replaced the summation constraint 1 ď k ď plog 1

ε q
2 in (5.40) (on the number of visited

mesoscopic time intervals) with the constraint 1 ď r ď plog 1
ε q

2 in (5.62) (on the number of
visited coarse-grained disorder variables), where each coarse-grained disorder variable can
visit either one or two mesoscopic time intervals. This amounts to adding some terms with
plog 1

ε q
2
ă k ď 2plog 1

ε q
2 in (5.40). The error from such additions is bounded as in (5.34)

and agrees with the bound in (5.65). We then replaced the random walk kernels by heat
kernels as in (5.58) and (5.59)-(5.61). We will make these replacements sequentially and
control the error in each step, showing that it is bounded by the r.h.s. of (5.65).

First note that the replacement (5.59) simply changes the first term in (5.40), which is
a deterministic constant. Since the l.h.s. of (5.59) converges to the r.h.s. as N Ñ 8, see
(3.26), the L2 cost of the replacement (5.59) vanishes as N Ñ8, which does not contribute
to the bound in (5.65).
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Next note that thanks to the diffusive constraint Apdiffq
ε;b0,ak`1

in (5.40), which maps to

~Apdiffq

ε;a
1
0,ar`1

in (5.62), the replacements in (5.58) and (5.60)-(5.61) are all of the form

qs,tpx, yq ù
2

εN
g 1

2
pij´iq

pb´ aq

for some ps, xq P BεN pi, aq and pt, yq P BεN pj, bq, with pt´ s, y ´ xq P Z
3
even, j´ i ě Kε, and

|b´ a| ďMε

?
j´ i (recall from (4.2) that Mε “ log log 1

ε ). We can then apply the local limit
theorem (3.21) and refine the bounds in Lemma 3.2 as follows:

qs,tpx, yq “ 2g t´s
2
py ´ xq exp

!

O
´

1
t´s

¯

`O
´

|y´x|
4

pt´sq
3

¯)

“ 2g t´s
2
py ´ xq e

O
` M

4
ε

εKεN

˘

“
2

εN
g j´i

2
pb´ aq ¨

εNg t´s
2
py ´ xq

g j´i
2
pb´ aq

e
O
` M

4
ε

εKεN

˘

“
2

εN
g j´i

2
pb´ aq e

O
` M

4
ε

εKεN

˘

¨
εNpj´ iq

t´ s
exp

!

´
|y ´ x|2

t´ s
`
|b´ a|2

j´ i

)

,

where since |pt´ sq ´ εNpj´ iq| ď εN and |py ´ xq ´
?
εNpb´ aq| ď

?
2εN we can bound

εNpj´ iq

t´ s
“ 1`O

`

1
Kε

˘

, ´
|y ´ x|2

t´ s
`
|b´ a|2

j´ i
“ O

´

Mε?
Kε

¯

,

so that for some c ą 0, uniformly in ε ą 0 small enough and N large, we have

e´cMε{
?
Kε ď

qs,tpx, yq
2
εN g j´i

2
pb´ aq

ď ecMε{
?
Kε . (5.67)

Namely, every time we replace a random walk kernel by the corresponding heat kernel, we
introduce an error factor of e˘cMε{

?
Kε .

We first estimate the cost of the bulk replacements (5.61). Consider each term in the
sum in (5.40), which we abbreviate by Zi for simplicity, where i gathers the indices k and
ij , aj , bj , pdj , xjq, pfj , yjq for 1 ď j ď k (excluding b0, y0 and ak`1, xk`1). Note that within
each term Zi, we replace at most plog 1

ε q
2 random walk kernels, which amounts to replacing

Zi by γiZi with e
´cplog 1

ε
q
2
Mε{
?
Kε ď γi ď ecplog 1

ε
q
2
Mε{
?
Kε . We then have

ErpγiZi ´ Ziq
2
s “ pγi ´ 1q2 ErZ2

i s ď C
`

log 1
ε

˘4 M
2
ε

Kε
ErZ2

i s ď
C

log 1
ε

ErZ2
i s, (5.68)

since Mε “ log log 1
ε and Kε “

`

log 1
ε

˘6 by (4.2). Since the terms Zi in the sum in (5.40) are
mutually orthogonal, we can sum the bound above over i and we see that the contribution of
the bulk replacements to (5.65) is at most

C

log 1
ε

lim sup
NÑ8 with NP2N

VarpZpdiffq
N,ε pϕ,ψqq ď

C

log 1
ε

}ψ}28}ϕ}
2
G1
, (5.69)

where the last bound follows from (5.23). This agrees with (5.65).
We next consider the boundary replacements (5.59) and (5.61). Replacing the leftmost

random walk kernel q0,d1
py0, x1q in (5.40) by the corresponding heat kernel introduces an

error factor e´cMε{
?
Kε ď γy0,pd1,x1q

ď e`cMε{
?
Kε , see (5.67), which affects the L2 norm
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by t
ř

y0
ϕN py0qpγy0,pd1,x1q

´ 1qu2 ď CM
2
ε

Kε
t
ř

y0
|ϕN py0q|u

2 (no disorder variable is attached
to y0). Thus, as in (5.69), the left boundary replacement contributes to (5.65) at most by

M2
ε

Kε
lim sup

NÑ8 with NP2N
VarpZpdiffq

N,ε p|ϕ|, ψqq ď
C

plog 1
ε q

5 }ψ}
2
8}ϕ}

2
G1
,

which is a stronger bound than (5.65). The right boundary replacement (5.61) is controlled
in a similar fashion, which completes the proof of (5.65).

Lastly, we prove (5.66). As noted before, the only difference between Zpcgq
N,ε pϕ,ψq and

Z pcgq
ε pϕ,ψ|Θ

pcgq
N,ε q is that ϕε, ψε in (4.8) are replaced by ϕpNqε , ψpNqε in (5.64). For a P Z2,

εϕεpaq is the integral of ϕ over the square Sεpaq “ p
?
εa´ p

?
ε,
?
εq,
?
εas, by the definition

of ϕε in (4.7). On the other hand, by the definition of ϕpNqε in (5.63) and ϕN in (3.9), εϕpNqε

is the integral of ϕ over the region S̃εpaq :“
Ť

vPSεpaqXpZ
2
even{

?
Nq
tx P R2 : |x ´ v|1 ď

1?
N
u.

The difference between Sεpaq and S̃εpaq is contained in a shell of thickness 1{
?
N around

the boundary of Sεpaq. Therefore, if ϕ : R2
Ñ R is locally integrable, then ϕpNqε converges

pointwise to ϕε as functions on Z2, while if ψ : R2
Ñ R is also bounded, then ψpNqε converges

uniformly to ψε. If ϕ has bounded support, then (5.66) is easily seen to hold since we already
have control over VarpZpcgq

N,ε pϕ,ψqq that is uniform in N . General ϕ can then be handled by
truncating its support. This concludes the proof of Lemma 5.8. �

Combining Lemmas 5.1, 5.6 and 5.8 then gives Theorem 4.7.

5.4. A second moment bound for the coarse-grained model. In this
subsection, we prove a second moment bound for the coarse-grained model, which is loosely
speaking the analogue of Lemma 3.5. This is needed when we bound the fourth moment of
the coarse-grained model in Section 8.

First we introduce some notation. Let us define the following variants of ~Apno tripleq
ε and

~Apdiffq
ε; b,c (see (4.4) and (4.6)), without dependence on the boundary conditions:

~Apno tripleq
ε :“

!

time blocks ~i1 ă . . . ă ~ir such that |~ij | ď Kε @j “ 1, . . . , r

and distp~ij´1 , ~ijq ě Kε @j “ 2, . . . , r
)

,
(5.70)

~Apdiffq
ε :“

"

space blocks ~a1, . . . ,~ar such that |~aj | ďMε

b

|~ij | @j “ 1, . . . , r ,

distp~aj´1,~ajq ďMε

b

distp~ij´1 , ~ijq @j “ 2, . . . , r

*

.

(5.71)

Recall the definition (3.40)-(3.41) of Upn´m,x´yq. We introduce an analogous quantity
for the coarse-grained model defined in (4.8) (illustrated in Figure 2). Given n P N0 and
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x P Z2, we define a coarse-grained analogue of Xd,f px, yq in (3.29):

X
pcgq
N,ε pn, xq :“

$

’

’

’

’

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

’

’

’

’

%

Θ
pcgq
N,ε

`

p0, nq, p0, xq
˘

if n ă Kε ,

plog 1
ε
q
2

ÿ

r“2

ÿ

p~i1,...,~irqP~A
pno tripleq
ε

i1“0, i
1
r“n

ÿ

p~a1,...,~arqP~A
pdiffq
ε

a1“0, a
1
r“x

Θ
pcgq
N,ε p

~i1,~a1q

ˆ

r
ź

j“2

g 1
2
pij´i

1
j´1q
paj ´ a1j´1qΘ

pcgq
N,ε p

~ij ,~ajq

if n ě Kε ,

(5.72)

and define
U
pcgq
N,ε pn, xq :“ ErpX pcgq

N,ε pn, xqq
2
s. (5.73)

We prove the following analogue of Lemma 3.5 (with an extra sum in the time index).

Lemma 5.9. For every c P p0,8q, there exist C “ Cpcq P p0,8q and λ̂0 “ λ̂0pcq P p0,8q

such that: there exists ε0 ą 0 such that for all ε P p0, ε0q and λ̂ P pλ̂0,8q, we have

lim sup
NÑ8

2{ε
ÿ

n“0

e´λ̂εn
ÿ

xPZ2

ec
?
ε|x| U

pcgq
N,ε pn, xq ď

C

log λ̂
. (5.74)

Proof. The basic strategy is to first undo the replacement of the random walk kernels by
heat kernels in the definition of the coarse-grained model Zpcgq

N,ε pϕ,ψq in Section 5.3. We
then undo the summation constraints imposed in Sections 5.1 and 5.2, which allows us to
bound U pcgq

N,ε pn, xq, the second moment of X
pcgq
N,ε pn, xq, in terms of the second moment of the

original partition function, so that Lemma 3.5 can be applied. The details are as follows.
Let us recall how the coarse-grained model Zpcgq

N,ε pϕ,ψq in (5.62) was defined from

Zpdiffq
N,ε pϕ,ψq in (5.40) by replacing the random walk kernels with heat kernels in the chaos

expansion (see (5.58), (5.60)-(5.61)). It was shown in the proof of Lemma 5.8, in particular,
in (5.67) and (5.68), that the aggregate effect of such replacements is to change the second
moment by a factor that is bounded between 1´C{ log 1

ε and 1`C{ log 1
ε . We can therefore

undo these replacements, which only changes the second moment by a factor that is bounded
between 1´ C 1{ log 1

ε and 1` C 1{ log 1
ε (ď 2 for ε small). More precisely, define

XN,εpn, xq :“
2

εN

8
ÿ

r“1

ÿ

n1ă...ănr
z1,...,zr PZ

2

pn1,z1qPBεN p0,0q, pnr,zrqPBεN pn,xq

ξN pn1, z1q

r
ź

j“2

qnj´1,nj
pzj´1, zjq ξN pnj , zjq,

which is obtained by reversing the replacements of the random walk transition kernels by
heat kernels in the definition of X

pcgq
N,ε pn, xq in (5.72), plugging in the chaos expansion for

the coarse-grained disorder variables Θ
pcgq
N,ε from (4.11), (4.10) and (4.9), and then relaxing

the constraints on the time-space summation indices. The pre-factor 2{εN comes from the
first Θ

pcgq
N,ε in (5.72) and is a normalising factor in its definition in (4.11). Since relaxing the

summation constraint only increases the second moment because the terms of the chaos
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expansion are L2 orthogonal, we have that for ε sufficiently small and all N large,

U
pcgq
N,ε pn, xq “ ErpX pcgq

N,ε pn, xqq
2
s ď 2ErpXN,εpn, xqq

2
s

“
8

pεNq2

ÿ

pm,yqPBεN p0,0q, pn,xqPBεN pn,xq
UN pn´m,x´ yq ,

(5.75)

where we have used the definition of UN pn´m,x´ yq from (3.40)-(3.41). Substituting this
bound into the l.h.s. of (5.74) then gives

2{ε
ÿ

n“0

e´λ̂εn
ÿ

xPZ2

ec
?
ε|x| U

pcgq
N,ε pn, xq

ď
8

pεNq2

ÿ

pm,yqPBεN p0,0q

2{ε
ÿ

n“0

e´λ̂εn
ÿ

xPZ2

ec
?
ε|x|

ÿ

pn,xqPBεN pn,xq
UN pn´m,x´ yq .

We now observe that for pm, yq P BεN p0, 0q and pn, xq P BεN pn, xq we have n´m
εN P rn´1, n`1s

and |x´y|
?
εN
P r|x|´

?
2, |x|`

?
2s, hence εn “ n´m

N `Opεq and
?
ε|x| “ x´y

?
N
`Op

?
εq. Recalling

that |BεN p0, 0q| “ OppεNq2q, the change of variables pn´m,x´ yq “ pl, zq then yields

lim sup
NÑ8

2{ε
ÿ

n“0

e´λ̂εn
ÿ

xPZ2

ec
?
ε|x| U

pcgq
N,ε pn, xq ď C lim sup

NÑ8

3N
ÿ

l“0

e´λ̂
l
N

ÿ

zPZ2

e
c |z|?

N UN pl, zq

ď C lim sup
NÑ8

3N
ÿ

l“0

e´pλ̂´cc
2
q l
N UN plq ď C lim sup

NÑ8

3N
ÿ

l“1

e´pλ̂´cc
2
q l
N

1

N
Gϑ

´ l

N

¯

“ C

ż 3

0
e´pλ̂´cc

2
qsGϑpsqds ď C

ż 1?
λ̂

0
e´

λ̂
2
sGϑpsqds` C

ż 3

1?
λ̂

e´
λ̂
2
sGϑpsqds ď

C

log λ̂
,

where we applied Lemma 3.5 and (3.43) in the second and third inequalities, then we chose
λ̂ ě 2cc2

“: λ̂0 and applied (3.47) in the last line. This concludes the proof of Lemma 5.9. �

6. Higher moment bounds for averaged partition functions

In this section, we bound higher moments of the averaged partition function Zβ
N pϕ,ψq

(see (3.8) and (3.19)) in the critical window as specified in Theorem 1.1 and (3.11)-(3.12).
As noted in Section 1.5 and the discussion therein on Schrödinger operators with point
interactions, these bounds are very delicate in the critical window. Unlike in the sub-critical
regime considered in [CSZ17b, CSZ20], where the chaos expansion of Zβ

N pϕ,ψq is supported
(up to a small L2 error) on chaoses of finite order independent of N , for β “ βN in the
critical window, the expansion is supported on chaoses of order logN , so hypercontractivity
can no longer be used to bound higher moments in terms of the second moment. Instead,
the expansion has to be controlled with much greater care. Bounds on the third moment
were first obtained in [CSZ19b]. Bounds on higher moments of the averaged solution of the
mollified stochastic heat equation (continuum analogues of Zβ

N pϕ,ψq), for ϕ,ψ P L
2, were

then obtained in [GQT21] using techniques from the study of Schrödinger operator with
point interactions (also called Delta-Bose gas) [DFT94, DR04]. The recent work [Che21]
studied the semigroup associated with the Schrödinger operator and allowed ϕ to be delta
functions.
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Our goal is to develop similar moment bounds as in [GQT21] for the averaged polymer
partition function Zβ

N pϕ,ψq. The approach of [GQT21] used explicit Fourier calculations and
the underlying space-time white noise, which cannot be easily adapted to lattice models with
general disorder. We develop an alternative approach, where the key ingredient is a functional
inequality for the Green’s function of multiple random walks on Z2 (see Lemma 6.8). This
leads to Theorem 6.1, which is the main result of this section, where instead of working with
ϕ,ψ P L2 as in [GQT21], we will work with weighted Lp–Lq spaces with 1

p `
1
q “ 1, which

allows ψpyq ” 1 and ϕpxq “ ε´1
1|x|ď

?
ε to be an approximate delta function on the scale

?
ε, and it also gives spatial decay if the support of ϕ and ψ are far apart. Our approach is

robust enough that it can be applied the coarse-grained disorder variables Θ
pcgq
N,ε , which can

be seen as an averaged partition functions (see Lemma 7.2), and it can also be adapted to
the coarse-grained model Z

pcgq
ε,t pϕ,ψ|Θ

pcgq
N,ε q, as we will show in Theorem 8.1.

6.1. Statement and proof. Given a countable set T and a function f : TÑ R, we
use the standard notation

}f}`p “ }f}`ppTq :“

ˆ

ÿ

zPT
|fpzq|p

˙1{p

for p P r1,8q , }f}`8 :“ sup
zPT

|fpzq| , (6.1)

while we let }g}p denote the usual Lp norm of g : R2
Ñ R. We will ignore parity issues,

since this only affects the bounds by a constant multiple: for a locally integrable function
ϕ : R2

Ñ R, we consider its discretization ϕN : Z2
Ñ R in (3.9) to be defined on the whole

Z2 (rather than just on Z2
even). Here is the main result of this section.

Theorem 6.1 (Higher moments). For N ď Ñ P N, let ZβÑ
N pϕ,ψq “ ZβÑ

N,1pϕ,ψq be the
averaged partition function in (3.8), where β “ βÑ “ βÑ pϑq satisfies (3.11) for some ϑ P R.
Fix p, q P p1,8q with 1

p `
1
q “ 1, an integer h ě 3, and a weight function w : R2

Ñ p0,8q

such that logw is Lipschitz continuous. Then there exist C,C1 ă 8 such that, uniformly in
large N ď Ñ P N and locally integrable ϕ,ψ : R2

Ñ R, we have
ˇ

ˇ

ˇ
E
”´

ZβÑ
N pϕ,ψq ´ ErZβÑ

N pϕ,ψqs
¯hıˇ

ˇ

ˇ
ď

C

logp1` Ñ
N q

1

Nh

›

›

›

ϕN
wN

›

›

›

h

`
p
}ψN}

h
`
8 }wN1BN }

h
`
q

ď
C1

logp1` Ñ
N q

›

›

›

ϕ

w

›

›

›

h

p
}ψ}h8 }w1B}

h
q ,

(6.2)

where ϕN , ψN , wN : Z2
Ñ R are defined from ϕ,ψ,w : R2

Ñ R by (3.9), we denote by
B Ď R2 a ball on which ψ is supported (possibly B “ R2), and we set BN :“ B

?
N .

Theorem 6.1 will be needed later in the proof of Lemma 7.2, where we consider N “ εÑ
with ε P p0, 1q; this is why we allow for β “ βÑ with Ñ ě N .

Remark 6.2. The second line of (6.2) follows from the first line by Riemann sum approxi-
mation (note that wpx`y?

N
q “ p1`Op |y|?

N
qqwp x?

N
q by the Lipschitz continuity of logw).

Remark 6.3. Typically we will let wpxq “ e´|x|, which allows ψ ” 1 provided ϕ decays
sufficiently fast at 8. If ψ is bounded with compact support, (6.2) also gives exponential
spatial decay as the support of ψ moves to infinity. This answers the conjecture in [GQT21,
Remark 1.2] in our lattice setting, which can be extended to their continuum setting.
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Remark 6.4. Similar to [GQT21, Theorem 1.1], we can show that the moments in the l.h.s.
of (6.2) converge as N Ñ8. However, the limits are expressed as series of iterated integrals
and are not very informative, so we will not state them here.

Remark 6.5. In the bound (6.2), we could first assign ϕN , ψN : Z2
Ñ R and then define

the corresponding ϕ,ψ : R2
Ñ R, e.g. by piecewise constant extension ϕpxq :“ ϕN prr

?
Nxssq

and ψpyq :“ ψN prr
?
Nxssq, because Zβ

N pϕ,ψq depends on the functions ϕ,ψ : R2
Ñ R only

through their discretizations ϕN , ψN in (3.9), see (3.10).
In particular, we can apply the bound (6.2) to the point-to-plane partition function ZβNN p0q

defined in (1.3). More precisely, we can write ZβNN p0q “
ř

yPZ2 Z
βN
N p0, yq “: ZβN

N pϕ,1q

with ϕN pwq “ N1tw“0u and ψN pzq “ 1pzq ” 1, cf. (3.7) and (3.10), which correspond

to ϕpxq :“ ϕN prr
?
Nxssq “ N 1

t|x1|`|x2|ď1{
?
Nu and ψpyq ” 1. Note that }ϕ}p “ OpN

1´ 1
p q.

Then, applying (6.2) with wpxq “ e´|x| implies that for any integer h ě 3 and for any p ą 1,
there exists Cp,h ă 8 such that for all N P N,

ˇ

ˇ

ˇ
E
”´

Z
βN
N p0q ´ E

“

Z
βN
N p0q

‰

¯hıˇ
ˇ

ˇ
“

ˇ

ˇ

ˇ
E
”

`

Z
βN
N p0q ´ 1

˘h
ı
ˇ

ˇ

ˇ
ď Cp,hN

hp1´ 1
p
q
. (6.3)

Since we can take any p ą 1, this shows that centered moments of any order h ě 3 of the
point-to-plane partition function ZβNN p0q diverge as N Ñ8 more slowly than any polynomial.

Proof of Theorem 6.1. Our starting point is the polynomial chaos expansion of ZβÑ
N pϕ,ψq

as in (3.19), which gives

Mϕ,ψ

N,Ñ,h
:“ E

”´

ZβÑ
N pϕ,ψq ´ ErZβÑ

N pϕ,ψqs
¯hı

(6.4)

“
1

Nh
E
”´

8
ÿ

r“1

ÿ

z1,...,zrPZ
2

0ăn1ă...ănrďN

qN0,n1
pϕ, z1q ξpn1, z1q

!

r
ź

j“2

qnj´1,nj
pzj´1, zjq ξpnj , zjq

)

qNnj ,N pzj , ψq
¯hı

,

where ξpn, zq “ ξÑ pn, zq is as defined in (3.14) with βN therein replaced by βÑ pϑq so that
Varpξq “ σ2

Ñ . We will expand the h-fold product above, which gives a sum over h microscopic
time-space renewals pni1, z

i
1q, . . . , pn

i
ri
, ziriq, 1 ď i ď h. Given these h renewals, each lattice

point pm,xq will contribute a factor of Erξpm,xq#s, where # is the number of times pm,xq
appears among the h time-space renewals. Recall ξ and σÑ from (3.14) and (3.11), we have

Erξpm,xqs “ 0, Erξpm,xq2s “ σ2
Ñ „

π

log Ñ
,

ˇ

ˇErξpm,xqls
ˇ

ˇ ď CσlÑ for l ě 3. (6.5)

Therefore a given configuration of h time-space renewals will give a non-zero contribution to
the expansion in (6.4) if each pm,xq is visited by none or by at least two of the h renewals.
We will rewrite the expansion by first summing over all possible choices of the set of time
coordinates

Ťh
i“1tn

i
1, . . . , n

i
ri
u, then for each time n in this set, sum over the locations x P Z2

such that pn, xq is visited by (at least two) of the h renewals pni1, z
i
1q, . . . , pn

i
ri
, ziriq, and

lastly, determine which of the h renewals visits pn, xq. Note that in the expansion (6.4), for
each of the h renewal sequences that visits pn, xq, there is a random walk transition kernel q
entering pn, xq and another one exiting pn, xq, while for each renewal that does not visit the
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time plane tpn, yq : y P Z2
u, there is a transition kernel qa,bpx, zq with a ă n ă b, for which

we will use Chapman-Kolmogorov to rewrite it as qa,bpx, zq “
ř

yPZ2 qa,npx, yqqn,bpy, zq.†

To expand the centred moment Mϕ,ψ

N,Ñ,h
in (6.4) as described above, we first introduce

some notation. Given h ě 2, let I $ t1, ..., hu denote a partition I “ Ip1q \ ¨ ¨ ¨ \ Ipmq of
t1, ..., hu into disjoint subsets Ip1q, ..., Ipmq with cardinality |I| “ m. Write k I

„ l if k and l
belong to the same partition element of I. The interpretation is that, for a given time n, we
have k I

„ l if the k-th and l-th time-space renewals visit the same time-space point pn, xq for
some x P Z2, which leads to a power of the disorder variable ξpn, xq. Given I $ t1, . . . , hu,
denote

ErξIs :“
ź

1ďjď|I|,|Ipjq|ě2

Erξ|Ipjq|s. (6.6)

For x P pZ2
q
h, we denote

x „ I if xk “ xl @ k
I
„ l. (6.7)

For x, x̃ P pZ2
q
h, denote the h-component random walk transition probabilities by

Qtpx, x̃q :“
h
ź

i“1

qtpx̃i ´ xiq, Q
N
t pϕ,xq :“

h
ź

i“1

qN0,tpϕ, xiq, Q
N
t px, ψq :“

h
ź

i“1

qN0,tpxi, ψq, (6.8)

where qN0,tpϕ, xiq and q
N
0,tpxi, ψq are defined in (3.16)–(3.17), and for I, J $ t1, . . . , hu, denote

QI,Jt px, x̃q :“ 1tx„I,x̃„JuQtpx, x̃q. (6.9)

We can then write

Mϕ,ψ

N,Ñ,h
“

1

Nh

8
ÿ

r“1

ÿ

1ďn1ă¨¨¨ănrďnr`1:“N
I1,...,Ir$t1,...,hu,mi:“|Ii|ăh

y1,...,yrPpZ
2
q
h

QNn1
pϕ,y1q1ty1„I1u

ErξI1s

ˆ

r
ź

i“2

Q
Ii´1,Ii
ni´ni´1

pyi´1,yiqErξ
Iis ˆ 1tyr„IruQ

N
nr`1´nr

pyr, ψq.

(6.10)

First note that we can bound |Mϕ,ψ

N,Ñ,h
| from above by replacing ErξIis, ϕ and ψ with

their absolute values. To simplify notation, we assume from now on ErξIis, ϕ and ψ are all
non-negative.

Next, we bound ψ by }ψ}81B, where B is the ball of radius % P r1,8s containing the
support of ψ. We then note that, uniformly in 1 ď nr ď N ď nr`1 ď 2N and yr, we can
find C ą 0 such that

QNN´nrpyr, }ψ}81Bq ď C QNnr`1´nr
pyr, }ψ}81Bq. (6.11)

Recalling the definition of qN0,tpy, }ψ}81Bq from (3.17), this bound follows readily from the
observation that, given that a random walk starting from y reaches

?
NB at time N ´ nr,

the probability of being inside
?
NB at time nr`1´nr P r0, 2N s is uniformly bounded away

†This is the key difference between the expansions in [CSZ19b] and [GQT21]. This decomposition was
used in [GQT21], which allows a functional analytic interpretation of the iterated sums and helps bypass the
combinatorial complexity encountered in [CSZ19b], which the authors could control for the third moment
but seemed intractable for higher moments.
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p0, z1q

p0, z2q

p0, z3q

p0, z4q

¨ ¨ ¨ ¨ ¨ ¨

Figure 3. An illustration of the expansion for the fourth moment in (6.10).
Solid dots are assigned weight Erξ#s with # being the number of renewal
sequences visiting the lattice site, while circles are assigned weight 1 and
arise from the Chapman- Kolmogorov decomposition of qa,bpx, yq at an
intermediate time. Curly lines between sites pa, xq, pb, yq (together with the
solid dots at both ends) represent UÑ pb´ a, y ´ yq as in (6.14) and (3.41),
while solid lines between sites (either solid dots or circles) pa, xq, pb, yq are
assigned weight qa,bpx, yq. As an illustration of the expansion in (6.17), we
see the sequence of operators P˚,I1 “ Q˚,I1U I1 ,PI1,I2 “ QI1,I2U I2 ,PI2,I3 “

QI2,I3 ,PI3,I4 “ QI3,I4 ,PI4,I5 “ QI4,I5 , with |I1| “ 3, |I2| “ 3, |I3| “ 2, |I4| “

1, |I5| “ 3.

from 0.† Therefore we can sum the r.h.s. of (6.10) over N ď nr`1 ď 2N and then divide by
N to get

|Mϕ,ψ

N,Ñ,h
| ď

C}ψ}h8

Nh`1

8
ÿ

r“1

ÿ

1ďn1ă¨¨¨ănrďnr`1ď2N
I1,...,Ir$t1,...,hu,mi:“|Ii|ăh

y1,...,yrPpZ
2
q
h

QNn1
pϕ,y1q1ty1„I1u

ErξI1s

ˆ

r
ź

i“2

Q
Ii´1,Ii
ni´ni´1

pyi´1,yiqErξ
Iis ˆ 1tyr„IruQ

N
nr`1´nr

pyr,1Bq.

(6.12)

We first single out consecutive appearances of the same I among I1, . . . , Ir with |I| “ h´1
(that is, I consists of all singletons except for a pair tk, lu). Given I $ t1, . . . , hu with
|I| “ h´ 1, for 1 ď s1 ă s2 ď N and z1, z2 P pZ

2
q
h, define

UIs2´s1,Ñ
pz1, z2q :“ 1tz1,z2„Iu

8
ÿ

r“1

Erξ2
s
r

ÿ

n0:“s1ăn1ă¨¨¨ănr:“s2
yiPpZ

2
q
h
,y0:“z1,yr:“z2

r
ź

i“1

QI,Ini´ni´1
pyi´1,yiq (6.13)

(recall that the moments of ξ depend on Ñ , see (6.5)) and define UI0,Ñ pz1, z2q :“ 1tz1“z2„Iu
.

If tk, lu is the unique partition element of I with cardinality two, then we can write

UIs2´s1,Ñ
pz1, z2q “ UÑ ps2 ´ s1, z2,k ´ z1,kq

ź

iPt1,...,huztk,lu

qs2´s1pz2,i ´ z1,iq, (6.14)

†For 3N{2 ď nr`1 ď 2N , the inequality (6.11) holds for much more general B than balls of radius % ě 1,
and Theorem 6.1 can be extended accordingly. But we use balls for simplicity.
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where UÑ pn, xq was defined in (3.31) (with σ2
N therein replaced by σ2

Ñ ). In (6.12), we can
then contract the consecutive appearances of Ii “ Ii`1 “ ¨ ¨ ¨ Ij “ I with |I| “ h´ 1 into a
single kernel UI¨ p¨, ¨q, so that each Ii with |Ii| “ h´ 1 does not appear twice in a row in the
summation in (6.12).

With a slight overload of notation in order to avoid extra symbols, for λ ą 0 we set

QI,Jλ,N py, zq :“
2N
ÿ

n“1

e´λnQI,Jn py, zq, y, z P pZ2
q
h,

UJλ,N,Ñ py, zq :“
2N
ÿ

n“0

e´λn UJn,Ñ py, zq, y, z P pZ2
q
h,

(6.15)

for partitions I, J $ t1, . . . , hu, and we finally define, with operator notation,

PI,J
λ,N,Ñ

:“

$

&

%

QI,Jλ,N if |J | ă h´ 1 ,

QI,Jλ,N UJλ,N,Ñ if |J | “ h´ 1 .
(6.16)

To lighten notation, we will often omit the dependence of these operators on N, Ñ .
The introduction of the parameter λ, especially the choice λ “ λ̂{N we will take later,

will be crucial in decoupling the sum over n1, n2 ´ n1, . . . , nr`1 ´ nr “ N ´ nr in (6.10).
Together with the replacement of nr`1 “ N by averaging nr`1 over rN, 2N s in (6.12), this
allows us to take Laplace transform and bound the r.h.s. of (6.10) in terms of the operators
defined in (6.15)-(6.16). Furthermore, by taking λ̂ large, we can extract a logarithmic decay
in λ̂ from UJλ,N,Ñ , see (6.24). These ideas were used in [GQT21] in a continuum setting.

To proceed with estimates along these lines, we first obtain an upper bound on (6.12)
by inserting the factor e2λNe´λ

řr`1
i“1 pni´ni´1q ě 1, for λ ą 0 to be determined later, and

enlarging the range of summation for each ni ´ ni´1 to r1, 2N s. Denoting by I “ ˚ the
partition consisting of singletons (namely, I “ t1u \ t2u ¨ ¨ ¨ \ thu), we can then rewrite the
sum in (6.12) and obtain the bound

ˇ

ˇMϕ,ψ

N,Ñ,h

ˇ

ˇ ď
Ce2λN

}ψ}h8

Nh`1

8
ÿ

r“1

ÿ

I1,...,Ir

@

ϕbhN , P
˚,I1
λ P

I1,I2
λ ¨ ¨ ¨P

Ir´1,Ir
λ Q

Ir,˚
λ 1

bh
BN

D

r
ź

i“1

ErξIis, (6.17)

where the sum is over r partitions I1, ¨ ¨ ¨ , Ir $ t1, ¨ ¨ ¨ , hu such that |Ii| ď h ´ 1 for all
1 ď i ď r and there is no consecutive Ii´1 “ Ii with |Ii| “ h ´ 1; we also applied the
definition of qN0,npϕ, zq and qN0,npz, ψq from (3.16)–(3.17), we set BN :“

?
NB and, given

f : Z2
Ñ R, for y P pZ2

q
h we define fbhpyq :“

śh
i“1 fpyiq.

Our bounds will be in terms of the norms of operators acting on the function space
`qppZ2

q
h
q for some q ą 1. To allow for ψ “ 1

bh
BN

in (6.17), it is necessary to introduce spatial
weights, which incidentally will also give bounds on the spatial decay if ψ has compact
support and we shift its support toward 8. More precisely, for a function w : R2

Ñ p0,8q

such that logw is Lipschitz, we define its discretized version wN : Z2
Ñ R by (3.9) and we

introduce the weighted operators

pQI,Jλ,N py, zq :“
wbhN pyq

wbhN pzq
QI,Jλ,N py, zq,

pUJλ,N,Ñ py, zq :“
wbhN pyq

wbhN pzq
UJλ,N,Ñ py, zq,

(6.18)
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with pPI,J
λ,N,Ñ

defined from pQ and pU as in (6.16). Given a partition I $ t1, . . . , hu, denote

pZ2
q
h
I :“ tx P pZ2

q
h : x „ Iu, (6.19)

which is just a copy of pZ2
q
|I| embedded in pZ2

q
h. Due to the delta function constraints in

its definition (1tx„I,x̃„Ju in (6.9)), we will regard pQI,Jλ,N px, x̃q as an operator mapping from
`qppZ2

q
h
Jq to `

q
ppZ2

q
h
I q for some q ą 1, and similarly for pUJλ,N,Ñ and pP I,J

λ,N,Ñ
. For p, q ą 1

with 1
p `

1
q “ 1, by Hölder’s inequality, we can then rewrite the bound (6.17) as

ˇ

ˇMϕ,ψ

N,Ñ,h

ˇ

ˇ ď
Ce2λN

}ψ}h8

Nh`1

8
ÿ

r“1

ÿ

I1,...,Ir

x
ϕbhN

wbhN
, pP
˚,I1
λ

pP
I1,I2
λ ¨ ¨ ¨ pP

Ir´1,Ir
λ

pQ
Ir,˚
λ 1

bh
BN
wbhN y

r
ź

i“1

ErξIis

ď
Ce2λN

}ψ}h8

Nh`1

8
ÿ

r“1

ÿ

I1,...,Ir

›

›

›

ϕbhN

wbhN

›

›

›

`
p

›

›

›

pP
˚,I1
λ

›

›

›

`
q
Ñ`

q

›

›

›

pP
I1,I2
λ

›

›

›

`
q
Ñ`

q
¨ ¨ ¨ (6.20)

¨ ¨ ¨

›

›

›

pP
Ir´1,Ir
λ

›

›

›

`
q
Ñ`

q

›

›

›

pQ
Ir,˚
λ

›

›

›

`
q
Ñ`

q

›

›

›
1
bh
BN
wbhN

›

›

›

`
q

r
ź

i“1

ErξIis,

where } ¨ }`ppTq is defined in (6.1), and given an operator A : `qpTq Ñ `qpT1q, we set

}A}`qÑ`q :“ sup
gı0

}A g}`qpT1q
}g}`qpTq

“ sup
}f}

`
p
pT1qď1, }g}

`
q
pTqď1

xf,A gy. (6.21)

In our case pPI,Jλ , pQI,Jλ : `qppZ2
q
h
Jq Ñ `qppZ2

q
h
I q (note that for I “ ˚ we have pZ2

q
h
I “ pZ

2
q
h).

We will choose λ :“ λ̂{N with λ̂ large but fixed so that eλN remains bounded. We will
show the following.

Proposition 6.6. Fix p, q ą 1 with 1
p`

1
q “ 1, an integer h ě 2 and λ̂ ą 0. Then there exists

c “ cp,q,h,λ̂ ă 8 such that, uniformly for partitions I, J $ t1, . . . , hu with 1 ď |I|, |J | ď h´ 1

and I ‰ J when |I| “ |J | “ h´ 1, for large N ď Ñ P N and λ “ λ̂
N we have

›

›

›

pQI,Jλ,N

›

›

›

`
q
Ñ`

q
ď c ; (6.22)

›

›

›

pQ˚,Iλ,N

›

›

›

`
q
Ñ`

q
ď cN

1
q ,

›

›

›

pQI,˚λ,N

›

›

›

`
q
Ñ`

q
ď cN

1
p ; (6.23)

furthermore, for |I| “ h´ 1,
›

›

›

pUIλ,N,Ñ

›

›

›

`
q
Ñ`

q
ď

c

plog λ̂ ÑN qσ
2
Ñ

. (6.24)

Recall by (6.5) that |ErξIis| “ σ2
Ñ if |Ii| “ h´ 1, while |ErξIis| ď c1 σ3

Ñ “ Opplog Ñq´
3
2 q

if |Ii| ă h´ 1. Then, by the definition of pP analogous to (6.16), Proposition 6.6 implies that
in (6.20), for each 2 ď i ď r, we have for N sufficiently large

E
“

ξIi
‰

›

›

›

pP
Ii´1,Ii
λ

›

›

›

`
q
Ñ`

q
ď 1t|Ii|“h´1u

c2

plog λ̂ ÑN q
` 1t|Ii|ăh´1uc c

1σ3
Ñ ď

c2

log λ̂ ÑN

,
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where for |Ii| “ h´ 1 with pP
Ii´1,Ii
λ “ pQ

Ii´1,Ii
λ

pU
Ii
λ , we used the fact that } pQIi´1,Ii

λ
pU
Ii
λ }`

q
Ñ`

q ď

} pQ
Ii´1,Ii
λ }`qÑ`q}

pU
Ii
λ }`

q
Ñ`

q . Similarly,

E
“

ξI1
‰

›

›

›

pP
˚,I1
λ

›

›

›

`
q
Ñ`

q
ď cN

1
q

ˆ

c1t|I1|“h´1u

log λ̂ ÑN

` 1t|I1|ăh´1uc
1σ3
Ñ

˙

ď
c2

log λ̂ ÑN

N
1
q .

Substituting these bounds into (6.20), bounding the number of choices for each Ii $ t1, . . . , hu
by a suitable constant ch, choosing λ̂ large such that ch c

2

log λ̂
ď 1

2 , and using the fact that
|I1|, |Ir| ď h´ 1, we then obtain that, for all N sufficiently large,

ˇ

ˇMϕ,ψ

N,Ñ,h

ˇ

ˇ ď
Ce2λ̂

}ψ}h8

Nh
c
›

›

›

ϕN
wN

›

›

›

h

`
p
}wN1BN }

h
`
q

8
ÿ

r“1

´ ch c
2

log λ̂ ÑN

¯r

ď
p2C c ch c

2
q

Nh log λ̂ ÑN

}ψ}h8

›

›

›

ϕN
wN

›

›

›

h

`
p
}wN1BN }

h
`
q

ď
C

Nh logp1` Ñ
N q
}ψ}h8

›

›

›

ϕN
wN

›

›

›

h

`
p
}wN1BN }

h
`
q ,

(6.25)

where the last inequality holds for λ̂ ě 2. This concludes the proof of Theorem 6.1. �

6.2. Functional Inequalities. It only remains to prove the bounds in Proposi-
tion 6.6. The key ingredient is a Hardy-Littlewood-Sobolev type inequality. First we need
the following bound on the Green’s function of a random walk on pZ2

q
h.

Lemma 6.7. Given N P N, λ ě 0, an integer h ě 2 and x,y P pZ2
q
h, denote Qλ,N px,yq :“

ř2N
n“1 e

´λnśh
i“1 qnpyi ´ xiq. Then for some C P p0,8q uniformly in λ, N and x,y,

Qλ,N px,yq ď

$

’

’

’

&

’

’

’

%

C

p1` |y ´ x|2qh´1
for all x,y P pZ2

q
h,

C

Nh´1
e´

|y´x|
2

CN for |x´ y| ą
?
N.

(6.26)

Proof. We may assume λ “ 0. Note that
śh
i“1 qnp¨q is the transition kernel of a random

walk on Z2h. By the local central limit theorem [LaLi10, Theorem 2.3.11] and a Gaussian
concentration bound, we have

h
ź

i“1

qnpyi ´ xiq ď
C1

nh
e´C2

|y´x|
2

n

for some C1, C2 P p0,8q uniformly in n P N and x,y P pZ2
q
h. We then have

Qλpx,yq ď C1

2N
ÿ

n“1

n´he´C2
|y´x|

2

n ď C1 min

#

2,
1

Nh´1

ż 2

0
t´he´C2

|zN |
2

t dt

+

,

where we used a Riemann sum approximation and we set zN :“ py´xq{
?
N . When zN “ 0,

we just use the constant upper bound Qλ,N px,yq ď 2C1. When zN ‰ 0, we write

Qλ,N px,yq ď
C1

Nh´1

ż 2

0
t´he´C2

|zN |
2

t dt “
C1

pC2N |zN |
2
q
h´1

ż 8

1
2
C2|zN |

2
τh´2e´τdτ,
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where N |zN |
2
“ |y´x|2, while the integral is bounded uniformly in zN and can be bounded

by C3e
´C4|zN |

2

when |zN | ě 1. The bound (6.26) then follows. �

The following crucial lemma proves a Hardy-Littlewood-Sobolev type inequality. This
generalizes an inequality of Dell’Antonio-Figari-Teta in [DFT94] (see Lemma 3.1 and
inequalities (3.1) and (3.5) therein) which played an important role in [GQT21] for moment
bounds with L2 test functions and initial conditions.

Lemma 6.8. Fix p, q ą 1 with 1
p `

1
q “ 1 and an integer h ě 2. Consider partitions

I, J $ t1, . . . , hu with 1 ď |I|, |J | ď h´ 1, and I ‰ J if |I| “ |J | “ h´ 1. Recall pZ2
q
h
I from

(6.19) and the associated function space `p
`

pZ2
q
h
I

˘

. Let f P `p
`

pZ2
q
h
I

˘

and g P `q
`

pZ2
q
h
J

˘

.
Then there exists C “ Cp,q,h ă 8, independent of f and g, such that

ÿ

xPpZ2
q
h
I ,yPpZ

2
q
h
J

fpxqgpyq
`

1`
řh
i“1 |xi ´ yi|

2˘h´1
ď C

›

›f
›

›

`
p

›

›g
›

›

`
q . (6.27)

In [DFT94], an analogue of (6.27) was proved in the continuum for the special case p “ q “ 2

(i.e., L2 test functions) and |I| “ |J | “ h´ 1 with I ‰ J . They presented their inequality
in Fourier space, but in the L2 case, it is equivalent to (6.27) by the Plancherel theorem.
Here we work on the lattice, which requires us to also consider partitions with |I| ă h´ 1 or
|J | ă h´ 1, which cases are not present in the continuum. We also consider test functions in
general `p-`q spaces (our proof steps can also be carried out in the continuum to extend the
inequality of [DFT94] to Lp-Lq spaces). Instead of working in Fourier space as in [DFT94],
we will work directly in real space, which allows the extensions mentioned above.

Remark 6.9. The inequality (6.27) is not expected to hold for |I| “ |J | “ h´ 1 with I “ J ,
because it is exactly the borderline case of the Hardy-Littlewood-Sobolev inequality when it
fails, see [LiLo01, Theorem 4.3].

Proof of Lemma 6.8. We first consider the case |I| “ |J | “ h´ 1, and I ‰ J . Then I and
J each contains a partition element with cardinality 2, say tk, lu and tm,nu respectively,
and tk, lu ‰ tm,nu. In particular, xk “ xl and ym “ yn for x P pZ2

q
h
I ,y P pZ

2
q
h
J .

Fix any 0 ă a ă 1
p_q . We then apply Hölder to bound the left hand side of (6.27) by

˜

ÿ

xPpZ2
q
h
I ,yPpZ

2
q
h
J

fpxqp

`

1`
řh
i“1 |xi ´ yi|

2˘h´1
¨
p1` |xm ´ xn|

2a
q
p

p1` |yk ´ yl|
2a
q
p

¸1{p

ˆ

˜

ÿ

xPpZ2
q
h
I ,yPpZ

2
q
h
J

gpyqq

`

1`
řh
i“1 |xi ´ yi|

2˘h´1
¨
p1` |yk ´ yl|

2a
q
q

p1` |xm ´ xn|
2a
q
q

¸1{q

.

(6.28)

We now bound the first factor in (6.28). Note that since ym “ yn, by the triangle
inequality,

|xm ´ ym|
2
` |xn ´ yn|

2
ě
|xm ´ xn|

2
` |xn ´ yn|

2

3
. (6.29)
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Substituting this inequality into
řh
i“1 |xi ´ yi|

2 then bounds the first factor in (6.28) by

C

˜

ÿ

x

fpxqpp1`|xm´xn|
2a
q
p
ÿ

y

1
`

1` |xm ´ xn|
2
`
ř

i‰m |xi ´ yi|
2˘h´1

p1` |yk ´ yl|
2a
q
p

¸1{p

.

(6.30)
Note that for r ą 1 we can bound

ř

yPZ2
1

ps`|y´x|
2
q
r ď

C

s
r´1 uniformly for s ě 0 and x P Z2.

We can then successively sum over the variables yj with j ‰ k, l: there are |J | ´ 2 such
variables yj and they are all present in the sum

ř

i‰m |yi ´ xi|
2 (recall that we sum over

y P pZ2
q
h
J , hence ym “ yn is a single variable), hence we get

ÿ

yPpZ2
q
h
J

1
`

1` |xm ´ xn|
2
`
ř

i‰m |yi ´ xi|
2˘h´1

p1` |yk ´ yl|
2a
q
p

ď C
ÿ

yk,yl

1
`

1` |xm ´ xn|
2
` |yk ´ xk|

2
` |yl ´ xl|

2˘h`1´|J |
p1` |yk ´ yl|

2a
q
p
.

Note that xk “ xl. Via the change of variables ỹ1 “ yk ´ yl and ỹ2 “ yk ` yl ´ 2xk, and the
observation that |yk ´ xk|

2
` |yl ´ xl|

2
“ pỹ2

1 ` ỹ
2
2q{2, we can bound the above sum by

C
ÿ

ỹ1,ỹ2

1
`

1` |xm ´ xn|
2
` ỹ2

1 ` ỹ
2
2

˘h`1´|J |
p1` |ỹ1|

2a
q
p

ď C
ÿ

ỹ1

1
`

1` |xm ´ xn|
2
` ỹ2

1

˘h´|J |
p1` |ỹ1|

2a
q
p
ď

C

1` |xn ´ xm|
2ph´1´|J |q`2ap

,

where the last inequality is obtained by summing separately over |ỹ1| ď |xn ´ xm| and
|ỹ1| ą |xn´xm|, plus the assumption that ap ă 1. Substituting this bound into (6.30), since
we assume |J | “ h´ 1, we obtain that the first factor in (6.28) is bounded by C}f}`p . The
second factor in (6.28) can similarly be bounded by C}g}`q . This concludes the proof of
(6.27), and hence also (6.22), for the case |I| “ |J | “ h´ 1 and I ‰ J .

We can adapt the proof to the case mint|I|, |J |u ă h ´ 1 as follows. If |I|, |J | ă h ´ 1,

then there is no need to introduce the factor 1`|xm´xn|
2a

1`|yk´yl|
2a and its reciprocal in (6.28) because

we already have
ř

yPpZ2
q
h
J

1

p1`
řh
i“1 |xi´yi|

2
q
h´1 ă 8. If |I| ă h ´ 1 and |J | “ h ´ 1, then we

can still find k, l in the same partition element of I, but not the same partition element of
J . We should then replace the factor 1`|xm´xn|

2a

1`|yk´yl|
2a and its reciprocal in (6.28) by 1

1`|yk´yl|
2a .

The rest of the proof is essentially the same. �

6.3. Proof of Proposition 6.6. We now prove (6.22)–(6.24).

Proof of (6.22). Note that (6.22) is equivalent to showing (recall (6.18))

ÿ

xPpZ2
q
h
I ,yPpZ

2
q
h
J

fpxqQI,Jλ px,yq
wbhN pxq

wbhN pyq
gpyq ď c }f}`p }g}`q (6.31)

uniformly for all f P `pppZ2
q
h
I q and g P `

q
ppZ2

q
h
Jq. To control the effect of the weight wbhN ,

we split the summation into the regions

AN :“
 

px,yq : |x´ y| ď C0

?
N
(
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and AcN for some C0 to be chosen later. Note that logwp y
?
N
q ´ logwp x?

N
q “ Op |x´y|?

N
q,

because logw is assumed to be Lipschitz. Since wN : Z2
Ñ R is obtained from w : R2

Ñ R
by (3.9), we have for all x,y P pZ2

q
h

wbhN pxq

wbhN pyq
ď eC|x´y|{

?
N , (6.32)

which is bounded by eCC0 in AN . Therefore, the contribution of this region to the l.h.s. of
(6.31) is controlled by the following uniform bound, that we prove below:

ÿ

xPpZ2
q
h
I ,yPpZ

2
q
h
J

fpxqQI,Jλ,N px,yq gpyq ď c1 }f}`p }g}`q . (6.33)

In the region AcN , since QI,Jλ,N ď Qλ,N (recall (6.8)-(6.9)), we can apply Lemma 6.7 to bound

wbhN pxq

wbhN pyq
Qλ,N px,yq ď

C

Nh´1
exp

!

´
|x´y|

2

CN `
C|x´y|
?
N

)

ď
C

Nh´1
exp

!

´
|x´y|
?
N

)

, (6.34)

where the last inequality holds for |x´ y| ą C0

?
N with C0 :“ CpC ` 1q. Thus

ÿ

px,yqPA
c
N

fpxq ¨
wbhN pxq

wbhN pyq
QI,Jλ,N px,yq ¨ gpyq

ď
C

Nh´1

ÿ

x,y

fpxq e
´
|x´y|
?
N gpyq

ď
C

Nh´1

´

ÿ

xPpZ2
q
h
I ,yPpZ

2
q
h
J

|fpxq|p e
´
|x´y|
?
N

¯1{p´ ÿ

xPpZ2
q
h
I ,yPpZ

2
q
h
J

|gpyq|q e
´
|x´y|
?
N

¯1{q

ď CN
|J |
p `

|I|
q ´ph´1q

}f}`p }g}`q ,

(6.35)

where the prefactor is bounded if |I|, |J | ď h´ 1. Combined with (6.33), this implies (6.31).
It only remains to prove (6.33), which follows from Lemmas 6.7 and 6.8 above. �

Proof of (6.23). It suffices to show that for p, q ą 1 with 1
p `

1
q “ 1 and for |I| ď h´ 1

ÿ

xPpZ2
q
h
I ,yPpZ

2
q
h

fpxqQI,˚λ,N px,yq
wbhN pxq

wbhN pyq
gpyq ď cN

1
p }f}`p}g}`q (6.36)

uniformly in f P `pppZ2
q
h
I q and g P `

q
ppZ2

q
h
q, which proves the second relation in (6.23); the

first relation follows by interchanging f and g. (We recall that J “ ˚ denotes the partition
of t1, . . . , hu consisting of h singletons, i.e. J “ t1u, t2u, . . . , thu.)

The proof is similar to that of (6.31). When the sum in (6.36) is restricted to AcN with
AN :“

 

px,yq : |x ´ y| ď C0

?
N
(

, the same bound in (6.34)-(6.35) holds, which gives an
upper bound of

CN
h
p
`
|I|
q
´ph´1q

}f}`p}g}`q “ CN
1´h´|I|

q }f}`p}g}`q ď CN
1
p }f}`p}g}`q . (6.37)
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It only remains to bound the sum in (6.36) restricted to AN and show the following
analogue of (6.27):

ÿ

xPpZ2
q
h
I ,yPpZ

2
q
h

|x´y|ďC0
?
N

fpxqgpyq
`

1`
řh
i“1 |xi ´ yi|

2˘h´1
ď CN

1
p
›

›f
›

›

`
p

›

›g
›

›

`
q . (6.38)

W.l.o.g., we may assume that 1 and 2 belong to the same partition element of I, so that
x1 “ x2. By Hölder’s inequality, we can bound the l.h.s. by

˜

ÿ

xPpZ2
q
h
I ,yPpZ

2
q
h

|x´y|ďC0
?
N

fppxq
`

log
`

1` C
2
0N

1`|y1´y2|
2

˘˘

p
q

`

1`
řh
i“1 |xi ´ yi|

2˘h´1

¸
1
p

ˆ

˜

ÿ

xPpZ2
q
h
I ,yPpZ

2
q
h

|x´y|ďC0
?
N

gpyqq

`

1`
řh
i“1 |xi ´ yi|

2˘h´1
log

`

1` C
2
0N

1`|y1´y2|
2

˘

¸
1
q

.

(6.39)

In the second factor, since x1 “ x2, we can bound |x2 ´ y2|
2
` |x1 ´ y1|

2
ě
|y1´y2|

2
`|x1´y1|

2

3

as in (6.29) to replace |x2 ´ y2|
2 by |y1 ´ y2|

2 inside
řh
i“1 |xi ´ yi|

2. By the same argument
as that following (6.30), we can sum out the variables xi for i ě 3. Since there are |I| ´ 1

such variables in pZ2
q
h
I , for |I| ď h´ 1 we get

ÿ

xPpZ2
q
h
I

1
`

1` |y1 ´ y2|
2
`
ř

i‰2 |xi ´ yi|
2˘h´1

log
`

1` C
2
0N

1`|y1´y2|
2

˘

ď
1

log
`

1` C
2
0N

1`|y1´y2|
2

˘

ÿ

x1PZ
2

|x1´y1|ďC0
?
N

1

p1` |y1 ´ y2|
2
` |x1 ´ y1|

2
q
h´|I|

ď C ,
(6.40)

where the last bound holds because
ř

xPZ2
: |x|ďk

1

s`|x|
2 ď C logp1` k?

s
q uniformly in k, s ě 1,

and furthermore |y1´y2| ď |y1´x1|` |x2´y2| ď 2C0

?
N by |x´y| ď C0

?
N . This implies

that the second factor in (6.39) can be bounded by C}g}`q .
For the first factor in (6.39), we can first sum over y P pZ2

q
h to bound

ÿ

yPpZ2
q
h

`

log
`

1` C
2
0N

1`|y1´y2|
2

˘˘

p
q

`

1`
řh
i“1 |xi ´ yi|

2˘h´1
ď C

ÿ

y1,y2PZ
2

|y1´x1|,|y2´x2|ďC0
?
N

`

log
`

1` C
2
0N

1`|y1´y2|
2

˘˘

p
q

1` |y1 ´ x1|
2
` |y2 ´ x2|

2 .

Recall x1 “ x2. Let z1 :“ y1 ´ y2 and z2 :“ y1 ` y2 ´ 2x1, so that |z1|, |z2| ď 2C0

?
N and

|z1|
2
` |z2|

2
“ 2p|y1 ´ x1|

2
` |y2 ´ x2|

2
q. Summing over z2 then leads to the bound

ÿ

|z1|ď2C0

?
N

´

log
`

1`
C2

0N

1` |z1|
2

˘

¯1` p
q
ď CN

by a Riemann sum approximation. Therefore the first factor in (6.39) can be bounded by
CN

1
p }f}`p . Together with (6.40), this implies (6.38) and concludes the proof of (6.23). �
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Proof of (6.24). Note that (6.24) is equivalent to showing

ÿ

x,yPpZ2
q
h
I

fpxqUIλ̂
N
,N,Ñ

px,yq gpyq
wbhN pxq

wbhN pyq
ď
c log Ñ

log λ̂ ÑN

}f}`p}g}`q (6.41)

uniformly in f P `pppZ2
q
h
I q and g P `

q
ppZ2

q
h
I q. Without loss of generality, we may assume

I $ t1, . . . , hu consists of partition elements t1, 2u, t3u, . . . , thu, so that x1 “ x2 and y1 “ y2.
Recall from (6.15) and (6.14) that

UIλ̂
N
,N,Ñ

px,yq “ 1tx“yu `

2N
ÿ

n“1

e´λ̂
n
N UÑ pn, y1 ´ x1q

h
ź

i“3

qnpyi ´ xiq, (6.42)

where UÑ pn, xq is defined in (3.31), with σ2
N replaced by σ2

Ñ . Let us set T :“ Ñ
N ě 1 for

short. By (3.35), (3.43) where U Ñ “ σ2
ÑUÑ , and (3.46), we have

ÿ

yPpZ2
q
h
I

UIλ̂
N
,N,Ñ

px,yq ď 1`
2N
ÿ

n“1

e´λ̂
n
N UÑ pnq

ď1` C
log Ñ

Ñ

2Ñ{T
ÿ

n“1

e
´λ̂

nT
Ñ Gϑ

`

n
Ñ

˘

ď 1` C log Ñ

ż 2
T

0
e´λ̂T tGϑptqdt

ď1` Ce´
λ̂T
2 log Ñ ` C log Ñ

ż 1
2
^ 2
T

0

e´λ̂T t

tplog 1
t q

2 dt ď C
log Ñ

log λ̂T
, (6.43)

where the last inequality follows by bounding the integral separately over
`

0, 1

pλ̂T q
1{2

˘

and
`

1

pλ̂T q
1{2 ,

1
2 ^

2
T

˘

, with the dominant contribution coming from the first interval.

On the other hand, for any C ą 0, by (6.42) we have
ÿ

yPpZ2
q
h
I

UIλ̂
N
,N,Ñ

px,yqe
C |x´y|

?
N

ď 1`
2N
ÿ

n“1

e´λ̂
n
N

ÿ

y1PZ
2

UÑ pn, y1 ´ x1qe
C
|y1´x1|?

N

h
ź

i“3

´

ÿ

yiPZ
2

qnpyi ´ xiqe
C
|xi´yi|?

N

¯

ď 1` C
2N
ÿ

n“1

e´λ̂
n
N UÑ pnq ď C

log Ñ

log λ̂T
, (6.44)

where we applied (3.48) and (6.43).
We can now bound the l.h.s. of (6.41) as follows, recalling (6.32):

ÿ

x,yPpZ2
q
h
I

fpxqUIλ̂
N
,N
px,yq gpyq

wbhN pxq

wbhN pyq
ď

ÿ

x,yPpZ2
q
h
I

fpxqUIλ̂
N
,N
px,yqe

C |x´y|
?
N gpyq

ď C
´

ÿ

x,yPpZ2
q
h
I

|fpxq|p UIλ̂
N
,N
px,yqe

C |x´y|
?
N

¯1{p´ ÿ

x,yPpZ2
q
h
I

|gpyq|q UIλ̂
N
,N
px,yqe

C |x´y|
?
N

¯1{q
.

ď C
log Ñ

log λ̂T
}f}`p}g}`q ,
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where we applied (6.44). Recalling that T “ Ñ
N , this concludes the proof of (6.41). �

7. Moment estimates for coarse-grained disorder

In this section, we derive second and fourth moment estimates for the coarse-grained
disorder variables Θ

pcgq
N,ε p

~i,~aq defined in (4.11). These will be used later to bound moments of

the coarse-grained model Z pcgq
ε pϕ,ψ|Θq introduced in Definition 4.4, with Θ “ Θ

pcgq
N,ε .

7.1. Second moment estimates. We first study the second moment of Θ
pcgq
N,ε p

~i,~aq.

Lemma 7.1. For each time-space block p~i,~aq “ ppi, i1q, pa, a1qq P Tε defined in (4.5), the
coarse-grained disorder variable Θ

pcgq
N,ε p

~i,~aq as defined in (4.11) has mean 0 and its second
moment converges to a finite limit

σ2
εp
~i,~aq :“ lim

NÑ8
E
”

`

Θ
pcgq
N,ε p

~i,~aq
˘2
ı

, (7.1)

see (7.4)-(7.5) below. Furthermore, there exist c, C ą 0 independent of ε,~i, ~a such that

σ2
εp
~i,~aq ď

Ce´c|~a|
2
{|~i|
1
t|~a|ďMε

?
|~i|u

plog 1
ε q

1`1
t|~a|ą0uYt|~i|ě2u |~i|2

. (7.2)

Proof. (I) Random walk representation. We first express E
“`

Θ
pcgq
N,ε p

~i,~aq
˘2‰ in terms of

the time-space renewal pτ pNq¨ , SpNq¨ q defined in (3.32). First consider the case |~i| “ 1, i.e.,
i “ i1. Recall from (4.11), (4.9) and (4.10) that

Θ
pcgq
N,ε p

~i,~aq “
2

εN

#

ÿ

dPTεN piq
xPSεN paqXSεN pa

1
q

1
pd,xqPZ3

even
ξN pd, xq `

ÿ

dăfPTεN piq
xPSεN paq, yPSεN pa

1
q

1
pd,xqPZ3

even
qd,f px, yqξN pd, xqξN pf, yq

`

8
ÿ

r“1

ÿ

d:“n0ăf :“nr`1PTεN piq
x:“z0PSεN paq, y:“zr`1PSεN pa

1
q

1
pd,xqPZ3

even

ÿ

dăn1ă...ănrăf
z1,...,zr P

Ť

|ã´a|ďMε
SεN pãq

ξN pd, xq
r`1
ź

j“1

qnj´1,nj
pzj´1, zjq ξN pnj , zjq

+

,

where we note that the terms are uncorrelated because ξN p¨, ¨q are independent centred
random variables with mean 0 and variance σ2

N (recall (3.14) and (3.11)). Therefore

E
”

Θ
pcgq
N,ε p

~i,~aq2
ı

“
4

pεNq2

#

ÿ

dPTεN piq
xPSεN paqXSεN pa

1
q

1
pd,xqPZ3

even
σ2
N `

ÿ

dăfPTεN piq
xPSεN paq, yPSεN pa

1
q

1
pd,xqPZ3

even
σ4
Nq

2
d,f px, yq

`

8
ÿ

r“1

σ
2pr`1q
N

ÿ

d:“n0ăf :“nr`1PTεN piq
x:“z0PSεN paq, y:“zr`1PSεN pa

1
q

1
pd,xqPZ3

even

ÿ

dăn1ă...ănrăf
z1,...,zr P

Ť

|ã´a|ďMε
SεN pãq

r`1
ź

j“1

q2
nj´1,nj

pzj´1, zjq

+

.
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Note that this sum admits a representation in terms of the space-time random walk
pτ
pNq
k , S

pNq
k qkě0 defined in (3.32), namely,

E
”

Θ
pcgq
N,ε p

~i,~aq2
ı

“ 2σ2
N

8
ÿ

k“0

pσ2
NRnq

k

ˆ PN,εi,a

˜

S
pNq
i?
N
P

ď

|ã´a|ďMε

Sεpãq @ 1 ď i ă k;

˜

τ
pNq
k

N
,
S
pNq
k?
N

¸

P Tεpiq ˆ Sεpa
1
q

¸

,

(7.3)

where PN,εi,a denotes probability for pτ pNqk , S
pNq
k qkě0 with pτ pNq0 , S

pNq
0 q sampled uniformly from

TεN piqˆSεN paqXZ3
even. Changing variable k “ s logN , using σ2

NRN “ 1`pϑ`op1qq{ logN ,
and applying Lemma 3.3 on the convergence of pτ pNqk , S

pNq
k qkě0 to a Lévy process Y ¨ “

pY¨, V¨q, we find that the sum above converges to the Riemann integral

σ2
εp
~i,~aq “ 2π

ż 8

0
eϑsPεi,a

´

Vu P
ď

|ã´a|ďMε

Sεpãq @u P p0, sq; pYs, Vsq P Tεpiq ˆ Sεpa
1
q

¯

ds, (7.4)

where Pεi,a denotes the law of the Lévy process Y u “ pYu, Vuq with Y 0 sampled uniformly
from Tεpiq ˆ Sεpaq.

For |~i| ě 2, ΘN,εp
~i,~aq is defined in (4.11). The same argument as for the case |~i| “ 1 gives

σ2
εp
~i,~aq “

ÿ

b: |b´a|ďMε

b
1
: |b
1
´a
1
|ďMε, |b

1
´b|ďMε

?
|i
1
´i|

2π

ż 8

0
ds eϑs

ˆ Pεi,a

´

D t P p0, sq s.t. pY
t
´ , V

t
´q P Tεpiq ˆ Sεpbq, pYt, Vtq P Tεpi

1
q ˆ Sεpb

1
q; (7.5)

@u P p0, tq : Vu P
ď

|ã´a|ďMε

Sεpãq; @ v P pt, sq : Vv P
ď

|b̃´b
1
|ďMε

Sεpb̃q; pYs, Vsq P Tεpi
1
q ˆ Sεpa

1
q

¯

.

Here t is the time pY¨, V¨q jumps from Tεpiq ˆ Sεpbq to Tεpi
1
q ˆ Sεpb

1
q.

(II) Proof of (7.2). First consider the case |~i| “ 1. By translation invariance, we may
assume i “ i1 “ 1 and a “ 0. First note that

σ2
εp
~i,~aq ď 2π

ż 8

0
eϑsPε0,0

´

pYs, Vsq P Tεp0q ˆ Sεpa
1
q

¯

ds

“ ε´22π

ĳ

0ăsătăε
xPSεp0q,yPSεpa

1
q

Gϑpt´ sq g t´s
4
py ´ xqdsdtdxdy, (7.6)

where Gϑpt´ s, y ´ xq :“ Gϑpt´ sq g t´s
4
py ´ xq is the weighted Green’s function defined for

the Lévy process Y s, see (3.38) and (3.37).
When a1 “ 0, we can relax the domain of integration in (7.6), use standard bounds on

the Gaussian kernel g, and set u :“ t´ s to obtain

σ2
εp
~i,~aq ď 2π

ĳ

uPp0,εq

Gϑpuqgu
4
pyqdudy ď C

ż ε

0
Gϑpuqdu ď

C

log 1
ε

, (7.7)

where we applied the asymptotics for
şε
0Gϑ in (3.47).
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When a1 ‰ 0, the bound for σ2
εp
~i,~aq can be improved with an extra factor of e

´c|a
1
|
2

log 1
ε

.

Indeed, using polar coordinates (with respect to the | ¨ |8 norm) for x P Sεp0q, we have

σ2
εp
~i,~aq ď ε´22π

ĳ

0ăsătăε
xPSεp0q,yPSεpa

1
q

Gϑpt´ sq g t´s
4
py ´ xqdsdtdxdy

ď ε´22π

ĳ

0ăsătăε

dsdtGϑpt´ sq

ż

0ără1

2εrdr

ż

p|a
1
|´rq

?
εď|z|ďp|a

1
|`2q

?
ε

g t´s
4
pzqdz. (7.8)

If |a1| ě 2, then we can use (3.46) to bound the right hand side of (7.8) by

ε´12π

ĳ

0ăsătăε

dsdtGϑpt´ sq

ż

|a
1
|´1ď|w|

g t´s
4ε
pwqdw

ď ε´12π

ĳ

0ăsătăε

Gϑpt´ sqe
´

|a
1
|
2

2pt´sq
ε

dsdt ď 4π

ż 1

0

1

uplog 1
u ` log 1

ε q
2 e
´
|a
1
|
2

2u du

ď
4π

plog 1
ε q

2

ż 1

0

1

u
e´

|a
1
|
2

2u du “
4π

plog 1
ε q

2

ż 8

|a
1
|
2

1

v
e´

v
2 dv ď

4πe´c|a
1
|
2

plog 1
ε q

2 .

If 1 ď |a1| ă 2, then we can bound the right hand side of (7.8) by

ε´12π

ĳ

0ăsătăε

dsdtGϑpt´ sq

ż 1

0
2rdr

ż

1´rď|w|

g t´s
4ε
pwqdw

ď 2π

ż

0ăuăε

Gϑpuq

ż 1

0
2re´

p1´rq
2

u
ε dr du ď 4π

ż

0ăuăε

Gϑpuq

ż 1

0
e´

r
2

u
ε dr du

ď C

ż 1

0

1

vplog 1
v ` log 1

ε q
2

ż 1

0
e´

r
2

v dr dv

ď C

ż 1

0

1
?
vplog 1

v ` log 1
ε q

2

ż 8

0
e´s

2

ds dv ď
C

plog 1
ε q

2 ď
Ce´c|a

1
|
2

plog 1
ε q

2 .

This concludes the proof of the upper bound in (7.2).
We now bound σ2

εp
~i,~aq for the case |~i| “ 2. By relaxing all the constraints in (7.5) except

pYs, Vsq P Tεpi
1
q ˆ Sεpa

1
q, we note that except for a change of constants, the bound in (7.2)

for |~i| “ 1 also applies in this case. In particular, the bound in (7.2) holds for |~i| “ 2 and
|~a| ‰ 0. For |~i| “ 2 and |~a| “ 0, let us assume for simplicity that i “ 1, i1 “ 2, and a “ 0.
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Again, relaxing all constraints in (7.5) except the constraint on pYs, Vsq, we have

σ2
εp
~i,~aq ď Cε´2

ĳ

0ăsăεătă2ε
x,yPSεp0q

Gϑpt´ sqg t´s
4
py ´ xqdxdydsdt

ď Cε´1
ĳ

0ăsăεătă2ε

Gϑpt´ sqdsdt ď C

ż ε

0
uGϑpuqdu

ď C

ż ε

0

1

plog 1
uq

2 du ď
C

plog 1
ε q

2 .

(7.9)

The upper bound in (7.2) also holds.
We now consider the case |~i| ě 3. We first ignore the constraints on Vr for r P p0, tqYpt, sq

in (7.5). Using the weighted Green’s function Gϑ and the Lévy measure 1p0,1q
t gt{4dtdx for

the Lévy process Y s “ pYs, Vsq (see [CSZ19a, Section 2]), we obtain the bound

σ2
εp
~i,~aq ď

ÿ

b: |b|ďMε

b
1
: |b
1
´a
1
|ďMε, |b

1
´b|ďMε

?
|~i|

Cε´2
ĳ

0ăsătăε
xPSεp0q,yPSεpbq

ĳ

pi
1
´1qεăs

1
ăt
1
ăi
1
ε

x
1
PSεpb

1
q,y
1
PSεpa

1
q

dxdydx1dy1dsdtds1dt1

Gϑpt´ sqg t´s
4
py ´ xq ¨

g
s
1
´t
4

px1 ´ yq

s1 ´ t
¨Gϑpt

1
´ s1q ¨ g

t
1
´s
1

4

py1 ´ x1q.

Since |~i| “ i1 ´ i` 1 ě 3, we can bound 1
s
1
´t
ď 1

p|~i|´2qε
ď 3

|~i|ε
to obtain

σ2
εp
~i,~aq ď

C

|~i|ε3

ĳ

0ăsătăε
pi
1
´1qεăs

1
ăt
1
ăi
1
ε

ĳ

xPSεp0q
y
1
PSεpa

1
q

Gϑpt´ sqGϑpt
1
´ s1qg

t
1
´s
4

py1 ´ xqdsdtds1dt1dxdy1

ď
C

|~i|ε3

´

ż ε

0
Gϑpuqdu

¯2
ĳ

0ăsăε
pi
1
´1qεăt

1
ăi
1
ε

ĳ

xPSεp0q
y
1
PSεpa

1
q

g
t
1
´s
4

py1 ´ xqdsdt1dxdy1

ď
C

plog 1
ε q

2

e´c|~a|
2
{|~i|

|~i|2
, (7.10)

where we first relaxed the constraints on b and b1, then successively integrated out y, x1, s1,
and t and applied (3.47), while in the last inequality, we applied a uniform bound on the
heat kernel g

t
1
´s
4

py1 ´ xq. This concludes the proof of the upper bound in (7.2). �

7.2. Fourth moment estimates. We next study the fourth moment.

Lemma 7.2. Let Θ
pcgq
N,ε p

~i,~aq be defined as in (4.11), with p~i,~aq “ ppi, i1q, pa, a1qq P Tε defined
in (4.5). There exist c, C P p0,8q uniform in p~i,~aq, such that for all ε ą 0 sufficiently small,

lim sup
NÑ8

E
“

Θ
pcgq
N,ε p

~i,~aq4
‰

ă

Ce´c|~a|{
?
|~i|
1
t|~a|ďMε

?
|~i|u

log 1
ε

. (7.11)
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Proof. We first prove (7.11) for |~i| “ i1 ´ i ` 1 ď 2. Consider a time-space block p~i,~aq “

ppi, i1q, pa, a1qq with |~a| ďMε

b

|~i| and assume without loss of generality that i “ i1 “ 1 and

a “ 0. The case |~i| “ 2 is similar (just replace ε by 2ε). We will compare Θ
pcgq
N,ε p

~1,~aq with an
averaged partition function so that Theorem 6.1 can be applied.

Let us recall the polynomial chaos expansion of Θ
pcgq
N,ε p

~i,~aq from (4.11)

Θ
pcgq
N,ε p

~1,~aq :“
2

εN

ÿ

pd,xqPBεN p1,0q
pf,yqPBεN p1,a

1
q

with dďf

X
pdiffq
d,f px, yq,

which is essentially an average of point-to-point partition functions with average over pd, xq
and pf, yq in the bulk instead of through boundary conditions at time 0 and εN respectively.
To compare with an averaged partition function as in Theorem 6.1, we replace Θ

pcgq
N,ε p

~1,~aq by

Θ :“
2

εN

ÿ

z1,z2PZ
2

ÿ

pd,xqPBεN p1,0q
pf,yqPBεN p1,a

1
q

with dďf

1SεN p0qpz1qq0,dpz1, xqX
pdiffq
d,f px, yqqf,εN py, z2q1SεN pa

1
q
pz2q, (7.12)

where SεN paq “ ppa´ p1, 1qq
?
εN, a

?
εN s and we note that uniformly in pd, xq P BεN p1, 0q

and pf, yq P BεN p1, a
1
q, we have

ÿ

z1,z2PZ
2

1SεN p0qpz1qq0,dpz1, xqqf,εN py, z2q1SεN pa
1
q
pz2q ě C ą 0.

Therefore ErΘ
pcgq
N,ε p

~i,~aq4s ď CErΘ4
s because in the expansion for the fourth moment, all

terms are non-negative if we assume Erξ3
N s ě 0, which we may assume from now on since

our bounds are in terms of |ErξkN s| for 1 ď k ď 4 (see the proof of Theorem 6.1). In the
definition of Θ, we can further remove the constraint on y and the summation constraints
in the definition of Xpdiffq

d,f px, yq in (4.9)–(4.10), which gives the centred partition function

ZβN
εN pϕ,ψq ´ ErZβN

εN pϕ,ψqs

as defined in Theorem 6.1, with ϕpxq “ 1S1p0q
pxq and ψpxq “ 1S1pa

1
q
pxq. Therefore for N

large, we have

E
“

Θ
pcgq
N,ε p

~i,~aq4
‰

ď C
“

pZβN
εN pϕ,ψq ´ ErZβN

εN pϕ,ψqsq
4‰

ď
C

log 1
ε

›

›

›

ϕ

w

›

›

›

4

2
}ψ}48}w1S1pa

1
q
}
4
2 ď

Ce´|a
1
´a|

log 1
ε

,
(7.13)

where we applied Theorem 6.1 with N set to εN , T “ 1{ε, p “ q “ 2, h “ 4, and
wpxq “ e´|x|. This proves (7.11) for |~i| ď 2.

We now consider the case |~i| ě 3. Recall the definition of Θ
pcgq
N,ε p

~i,~aq from (4.11), we can
rewrite it as

Θ
pcgq
N,ε p

~i,~aq “
ÿ

b,b
1

Θ
pcgq
N,ε p

~i, pa, bq, pb1, a1qq, (7.14)
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where

Θ
pcgq
N,ε p

~i, pa, bq, pb1, a1qq

“
2

εN

ÿ

pd,xqPBεN pi,aq
pf
1
,y
1
qPBεN pi

1
,a
1
q

ÿ

pf,yqPBεN pi,bq
pd
1
,x
1
qPBεN pi

1
,b
1
q

dďf, d
1
ďf

1

X
pdiffq
d,f px, yq qf,d1py, x

1
q X

pdiffq

d
1
,f
1 px

1, y1q. (7.15)

For each pb, b1q, because i1 ´ i ě 2, we can apply Lemma 3.2 (with m “ εN) to bound

qf,d1py, x
1
q ď

C

εN |~i|
e´c|b´b

1
|
2
{|~i|

uniformly in pf, yq P BεN pi, bq and pd
1, x1q P BεN pi

1, b1q. We can make this replacement in the
bound for the fourth moment to obtain

E
“

Θ
pcgq
N,ε p

~i,~aq4
‰

ď C E
”´

ÿ

b,b
1

Θ
pcgq
N,ε ppi, iq, pa, bqq

e´c|b´b
1
|
2
{|~i|

|~i|
Θ
pcgq
N,ε ppi

1, i1q, pb1, a1qq
¯4ı

. (7.16)

By triangle inequality, we can split the sum over b, b1 into three parts (with overlaps): (1)
|b´ a| ě |~a|{3; (2) |b1 ´ a1| ě |~a|{3; |b1 ´ b| ě |~a|{3. It suffices to bound the fourth moment
of each part.

For part (1), we can bound

E
”´

ÿ

b,b
1

|b´a|ě|~a|{3

Θ
pcgq
N,ε ppi, iq, pa, bqq

e´c|b´b
1
|
2
{|~i|

|~i|
Θ
pcgq
N,ε ppi

1, i1q, pb1, a1qq
¯4ı

ď E
”´

ÿ

b:|b´a|ě|~a|{3

Θ
pcgq
N,ε ppi, iq, pa, bqq

¯4ı

E
”´

ÿ

b
1

Θ
pcgq
N,ε ppi

1, i1q, pb1, a1qq
¯4ı

,

(7.17)

where the inequality can be justified if we first expand the power and take expectation and

then bound e
´c|b´b

1
|
2
{|~i|

|~i|
ă 1; we also used the independence of Θ

pcgq
N,ε ppi, iq, ¨q and Θ

pcgq
N,ε ppi

1, i1q, ¨q.
For the first factor in (7.17), we can expand the power and bound

E
”´

ÿ

|b´a|ě|~a|{3

Θ
pcgq
N,ε ppi, iq, pa, bqq

¯4ı

“
ÿ

|bi´a|ě|~a|{3
for 1ďiď4

E
”

4
ź

i“1

Θ
pcgq
N,ε ppi, iq, pa, biqq

ı

ď
ÿ

|bi´a|ě|~a|{3
for 1ďiď4

4
ź

i“1

E
”

Θ
pcgq
N,ε ppi, iq, pa, biqq

4
ı

1
4
“

´

ÿ

|b´a|ě|~a|{3

E
”

Θ
pcgq
N,ε ppi, iq, pa, bqq

4
ı

1
4
¯4
ď
Ce´c|~a|

log 1
ε

,

where in the last inequality, we applied the fourth moment bound (7.13) for Θ
pcgq
N,ε p

~i, ¨q

with |~i| “ 1. The second factor in (7.17) can be bounded the same way without the factor
e´c|~a|. This implies that when the sum in (7.16) is restricted to |b ´ a| ě |~a|{3, we get a
fourth moment bound of Ce´c|~a|{plog 1

ε q
2. The same bound holds if the sum is restricted to

|b1 ´ a1| ě |~a|{3.

When the sum in (7.16) is restricted to |b´b1| ě |~a|{3, we can bound e
´c|b´b

1
|
2
{|~i|

|~i|
ď e´c|~a|

2
{|~i|.

The rest of the calculations is the same as before, which leads to a fourth moment bound
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of Ce´c|~a|
2
{|~i|
{plog 1

ε q
2. Combined with the previous estimates, it is clear that (7.11) holds.

This concludes the proof of Lemma 7.2. �

8. Moment estimates for the coarse-grained model

In this section, we will prove an analogue of Theorem 6.1 for the coarse-grained model
(defined in (4.8)), that we rewrite for convenience:

Z pcgq
ε pϕ,ψ|Θq :“

1

2
g 1

2
pϕ,ψq `

ε

2

plog 1
ε
q
2

ÿ

r“1

ÿ

b,cPZ2

ÿ

p~i1,...,~irqP~A
pno tripleq
ε

p~a1,...,~arqP~A
pdiffq
ε; b,c

ϕεpbqg 1
2
i1
pa1 ´ bqΘp~i1,~a1q

ˆ

#

r
ź

j“2

g 1
2
pij´i

1
j´1q
paj ´ a1j´1qΘp~ij ,~ajq

+

g 1
2
pt

1
ε u´i

1
rq
pc´ a1rqψεpcq ,

(8.1)

with coarse-grained disorder variables Θp~i,~aq :“ Θ
pcgq
N,ε p

~i,~aq (see (4.11)) indexed by time-space
blocks p~i,~aq “ ppi, i1q, pa, a1qq in the set Tε (see (4.5)), while ϕε, ψε : Z2

Ñ R are defined by
(4.7) from ϕ P CcpR

2
q and ψ P CbpR

2
q.

We will prove the following analogue of Theorem 6.1 for the 4-th moment of the coarse-
grained model.

Theorem 8.1. Let ZN,εpϕ,ψq :“ Z pcgq
ε pϕ,ψ|Θ

pcgq
N,ε q be the coarse-grained model defined

above. Further assume that }ψ}8 ă 8 and ψ is supported on a ball B (possibly B “ Rd).
Then for any p, q P p1,8q with 1

p `
1
q “ 1 and any w : R2

Ñ p0,8q such that logw is
Lipschitz continuous, there exists C P p0,8q such that uniformly in ε P p0, 1q,

lim sup
NÑ8

E
”

`

ZN,εpϕ,ψq ´ ErZN,εpϕ,ψqs
˘4
ı

ď Cε
4
p

›

›

›

ϕε
wε

›

›

›

4

`
p
pZ2
q
}ψ}48}w1B}

4
q , (8.2)

where wε : Z2
Ñ R is defined from w by (4.7).

Proof. We will adapt the proof of Theorem 6.1 to the current setting. The complication is
that the coarse-grained disorder variables Θ

pcgq
N,ε p

~i,~aq are assigned to time-space blocks p~i,~aq
instead of individual lattice sites. We will therefore divide the proof into two parts: first,
expand the fourth moment and perform a resummation to bring it into a similar framework
as in the proof of Theorem 6.1; second, give the necessary bounds analogous to those in the
proof of Theorem 6.1.

Part I. Expansion. First, as in (6.4) in the proof of Theorem 6.1, denote

Mϕ,ψ
N,ε :“E

”

`

ZN,εpϕ,ψq ´ ErZN,εpϕ,ψqs
˘4
ı

“
ε4

16
E
”´

plog 1
ε
q
2

ÿ

r“1

ÿ

b,cPZ2

ÿ

p~i1,...,~irqP~A
pno tripleq
ε

p~a1,...,~arqP~A
pdiffq
ε; b,c

ϕεpbqg 1
2
i1
pa1 ´ bqΘ

pcgq
N,ε p

~i1,~a1q (8.3)

ˆ

!

r
ź

j“2

g 1
2
pij´i

1
j´1q
paj ´ a1j´1qΘ

pcgq
N,ε p

~ij ,~ajq
)

g 1
2
p 1
ε
´i
1
rq
pc´ a1rqψεpcq

¯4ı

.
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By assumption, we have |ψε| ď }ψ}81Bε , where Bε “ B{
?
ε. By the same reasoning as

in the proof of Theorem 6.1 (see the discussion leading to (6.12)), we can replace ψ by
}ψ}81Bε and replace g 1

2
p 1
ε
´i
1
rq
p¨q by g 1

2
pñ´i

1
rq
p¨q (with ñ first summed over rε´1, 2ε´1

s, then

extended to r1, 2ε´1
s) to obtain the following bound

Mϕ,ψ
N,ε ď C}ψ}48 ε

5
2{ε
ÿ

ñ“1

E
”´

8
ÿ

r“1

ÿ

b,cPZ2

ÿ

p~i1,...,~irqP~A
pno tripleq
ε

p~a1,...,~arqP~A
pdiffq
ε;b,c

ϕεpbqg 1
2
i1
pa1 ´ bqΘ

pcgq
N,ε p

~i1,~a1q

ˆ

#

r
ź

j“2

g 1
2
pij´i

1
j´1q
paj ´ a1j´1qΘ

pcgq
N,ε p

~ij ,~ajq

+

g 1
2
pñ´i

1
rq
pc´ a1rq1Bεpcq

¯4ı

.

(8.4)

We then expand the product in (8.4) to obtain the sum over 4 sequences of time-space
blocks, each time-space block contributing a Θ

pcgq
N,ε variable. Because we will bound the sum

by taking the absolute value of each summand, we can relax the summation constraint on r
to obtain an upper bound. Also note that thanks to the assumption ϕ P CcpR

2
q and the

diffusive constraint ~Apdiffq
ε;b,c (see (4.6)), we have a sum with finitely many terms, which allows

us to pass the limit N Ñ8 inside the sum later. For each Θ
pcgq
N,ε p

~i,~aq with |~i| “ i1´ i` 1 ě 2,
we further expand it as

Θ
pcgq
N,ε p

~i,~aq “
ÿ

b: |b´a|ďMε

b
1
: |b
1
´a
1
|ďMε

|b
1
´b|ďMε

?
|~i
1
|

Θ
pcgq
N,ε p

~i, pa, bq, pb1, a1qq, (8.5)

where Θ
pcgq
N,ε p

~i, pa, bq, pb1, a1qq is defined as Θ
pcgq
N,ε p

~i,~aq, except the sum in its definition in (4.11)
is restricted to a fixed choice of ~b :“ pb, b1q. The expansion of the product in (8.4) then gives
4 sequences of coarse-grained disorder variables Θ

pcgq
N,ε , some of which may visit two distinct

mesoscopic time intervals with indices i, i1 due to the expansion in (8.5). If we record the
indices of the visited mesoscopic time intervals and the mesoscopic spatial boxes of entry and
exit in each time interval, then we obtain 4 sequences of time-space indices pij1, a

j
1, b

j
1q, . . . ,

pijrj , a
j
rj
, bjrj q, 1 ď j ď 4. We will call each such sequence a mesoscopic time-space renewal

sequence, or just renewal sequence (see Figure 4).
We will rearrange the expansion of (8.4) as follows:

(1) Sum over the set
Ť4
j“1ti

j
1, . . . , i

j
rj
u “: tn1, . . . , nru.

(2) For each time index ni, 1 ď i ď r, sum over the set of indices Ji Ă t1, . . . , 4u, which
determine the renewal sequences that visit time interval ni.

(3) For each j P Ji, i.e., a renewal sequence that visits time interval ni, sum over the
indices paji , b

j
i q that determine the spatial boxes of entry and exit in that time interval.

Given a choice of these summation indices, the summand contains a product of coarse
grained disorder variables of either the form Θ

pcgq
N,ε ppni, niq, pai, biqq “: Θ

pcgq
N,ε pni; ai, biq or the

form Θ
pcgq
N,ε ppni, njq, pai, biq, paj , bjqq, connected by heat kernels g 1

2
pnk´nlq

pak ´ blq. For such
a product to have non-zero expectation, we have the following constraints (see Figure 4):

(a) |Ji| ě 2 for each 1 ď i ď r;
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¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨

¨ ¨ ¨ ¨ ¨ ¨

Ø
Ù

εN

?
εN

Figure 4. A depiction of the expansion of the fourth moment of the coarse-
grained model that satisfy conditions (a)-(g). There are four time-space
renewal sequences, each depicted in a different colour. Different sequences
visit different mesoscopic boxes BεN pi, aq, but each visited box must be visited
by at least two sequences to give a non-zero contribution. The first two time
strips are visited by the two renewal sequences coloured black and red, which
match in the disorder they sample. These two strips are grouped together
as a block of type U. The third and fourth time strips are visited by three
renewal sequences, coloured black, red, and green, which form a block of
type V and its width cannot exceed 4. Within this V block, the spatial boxes
of entry by the three renewals are all within distance 2Mε of each other, 2
of which match exactly. The last time strip is only visited by two renewal
sequences, coloured blue and red, which also forms a U block.

(b) If |Ji| “ 2, say Ji “ tk, lu Ă t1, . . . , 4u, then we must have aki “ ali and bki “ bli;

(c) If |Ji| ě 3, then for each sequence k P Ji, there must be another sequence l P Ji such
that |aki ´ ali| ď 2Mε, where Mε “ log log 1

ε as in (4.2).

If (c) is violated, then by the spatial constraint in the definition of Θ
pcgq
N,ε in (4.11), there will

be a coarse-grained disorder variable visiting time interval ni, which is independent of all
other coarse-grained disorder variables in the product, and hence leads to zero expectation.

The summation constraints ~Apno tripleq
ε and ~Apdiffq

ε;b,c (see (4.4) and (4.6)) in the defini-
tion (8.1) of the coarse-grained model implies the following additional constraints on the
summation indices r, pniq1ďiďr, pJiq1ďiďr, and pa

j
i , b

j
i q1ďiďr,jPJi :

(d) For all 1 ď i ď r and each renewal sequence with index j P Ji, |b
j
i ´ aji | ďMε;

(e) For 1 ď j ď 4 and 1 ď i1 ă i2 ď r, if j P Ji1 X Ji2 and j R Ji for all i1 ă i ă i2
(namely renewal sequence j visits the mesoscopic time intervals with indices ni1 and
ni2 , but nothing in between), then |aji2 ´ bji1 | ďMε

a

ni2 ´ ni1 ;

(f) Kε ď n1 ă n2 ă ¨ ¨ ¨ ă nr ď
1
ε ´Kε, where Kε “ plog 1

ε q
6 as in (4.2);
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(g) pn1, . . . , nrq can be partitioned into consecutive stretches D1, . . . ,Dm such that each
Di consists of consecutive integers, with a gap between Di and Di`1. Then each
D¨ “ pni, ni`1 “ ni ` 1, . . . , nj “ ni ` pj ´ iqq has width nj ´ ni ` 1 ď 4, since
|Jnl | ě 2 for i ď l ď j (namely the mesoscopic time interval with index nl is visited by
at least two renewal sequences), and each sequence can visit at most two mesoscopic
time intervals with indices among ni, ni`1, . . . , nj by the constraint ~Apno tripleq

ε .

Conditions (d)-(e) follow from the definitions of ~Apdiffq
ε in (4.6) and Θ

pcgq
N,ε in (4.11), while

conditions (f)-(g) follow from the definition of ~Apno tripleq
ε in (4.4).

To handle the dependency among the coarse-grained disorder variables in the expansion
of (8.4), we perform a further resummation. First partition pn1, . . . , nrq into consecutive
stretches D1, . . . ,Dm as in (g), so that tn1, . . . , nru “

Ťm
i“1 Di. For each Di, let J̃i :“

Ť

jPDi Jj , which records which of the 4 renewal sequences visits the stretch Di. Next we group
together consecutive Di1

,Di1`1, . . . ,Di2
with the same J̃i “ tk, lu for some k ‰ l P t1, . . . , 4u,

and only keep track of s :“ minDi1
and t :“ maxDi2

, thus effectively replacing
Ť

i1ďiďi2
Di

by rs, ts. This allows us to identify from pn1, . . . , nrq a sequence of disjoint time intervals
(which we call blocks) Ii “ rsi, tis X N, 1 ď i ď k, each associated with a label set
Ji Ă t1, . . . , 4u. Some of these intervals arise from

Ť

i1ďiďi2
Di as above, which are visited

by exactly 2 renewal sequences, the rest coincide with the original Di’s. We can then rewrite
the expansion of (8.4) as follows:

(1’) Sum over integers Kε ă s1 ď t1 ă s2 ď t2 ă ¨ ¨ ¨ ă sk ď tk ă ñ ď 2
ε , with si`1´ ti ě 2

for each i (recall the summation index ñ from (8.4)). Denote Ii :“ rsi, tis X N.
(2’) For each block Ii, sum over the set of indices Ji Ă t1, . . . , 4u with |Ji| ě 2. If |Ji| “ 2,

we call Ii a block of type U because it leads to contributions similar to Uspz
1, z2

q in
(6.14) (see also (3.41)); otherwise we call it a block of type V. There are no consecutive
blocks Ii, Ii`1 of both type U with the same label set Ji “ Ji`1, and each block Ii
of type V must have length |Ii| ď 4. See Figure 4 for an illustration.

(3’) For each block Ii and each renewal sequence j P Ji that visits block Ii, sum over
time-space indices pσji , a

j
i q and pτ

j
i , b

j
i q with si ď σji ď τ ji ď ti and aji , b

j
i P Z

2, which
identifies the mesoscopic time-space blocks of entry and exit by the j-th renewal
sequence in the time interval Ii “ rsi, tis X N.

The constraints imposed in (d)-(g) carry over, so we do not repeat them here.
To rewrite the expansion of (8.4) in a form that fits the framework developed in the proof

of Theorem 6.1, we will carry out the following steps, that we describe below.

(A) To decouple different blocks, replace each coarse-grained disorder variable Θ
pcgq
N,ε (it

will arise as a summand in (8.5)) that visits two consecutive blocks Ii and Ii`1 by the
product of two coarse-grained disorder variables of the form Θ

pcgq
N,ε p

~i,~aq with |~i| “ 1,
joined by a heat kernel.

(B) Bound the moments of the effective disorder variable associated with each U block
and V block.

(C) Modification of the heat kernels g 1
2
psi`1´tiq

p¨q connecting different blocks. In particular,
carry out a Chapman-Kolmogorov type decomposition for the heat kernels as in the
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proof of Theorem 6.1, so that we sum over the spatial locations for all 4 renewal
sequences at the beginning and end of each block Ii.

This rewriting will introduce a constant factor for each block, but it will not affect our final
result. We now give the details for (A)-(C).
(A) Note the technical complication that given a realisation of the summation indices in

(1’)–(3’), there could be coarse-grained disorder variables Θ
pcgq
N,ε ppτ

j
i1
, σji2q, pa

j
i1
, bji1q, pa

j
i2
, bji2qq

(see (8.5)) that visit two distinct blocks Ii1 “ rsi1 , ti1s X N and Ii2 “ rsi2 , ti2s X N for some
i1 ă i2, due to the contribution from the j-th renewal sequence for some j P Ji1 X Ji2 . In
particular, τ ji1 P Ii1 and σji2 P Ii2 . Recall from (8.5) and (4.11) that

Θ
pcgq
N,ε ppτ

j
i1
, σji2q, pa

j
i1
, bji1q, pa

j
i2
, bji2qq

“
2

εN

ÿ

pd,xqPBεN pτ
j
i1
,a
j
i1
q

pf
1
,y
1
qPBεN pσ

j
i2
,b
j
i2
q

ÿ

pf,yqPBεN pτ
j
i1
,b
j
i1
q

pd
1
,x
1
qPBεN pσ

j
i2
,a
j
i2
q

dďf, d
1
ďf

1

X
pdiffq
d,f px, yq qf,d1py, x

1
q X

pdiffq

d
1
,f
1 px

1, y1q.
(8.6)

Note that by the definition of a U block, if Ii1 is a block of type U, then we must have
τ ji1 “ ti1 , the last time index in the block Ii1 ; while if Ii1 is a block of type V, then we must
have τ ji1 ě si1 ě ti1 ´ 3 because V blocks of length at most 4. Similarly, if Ii2 is of type of
U, then we must have σji2 “ si2 , the first time in the block Ii2 ; while if Ii2 is type V, then
we must have σji2 ď ti2 ď si2 ` 3. Therefore d1 ´ f ď psi2 ´ ti1 ` 7qεN . On the other hand,
Ii1 and Ii2 are distinct blocks and hence si2 ´ ti1 ě 2 and d1 ´ f ě εN . We can therefore
apply Lemma 3.2 with m “ εN , n1 “ d1 ´ f , n2 “ si2 ´ ti1 and %1 “ 10 to bound

sup
pf,yqPBεN pτ

j
i1
,b
j
i1
q

pd
1
,x
1
qPBεN pσ

j
i2
,a
j
i2
q

qf,d1py, x
1
q ď

C

εN
g10psi2

´ti1
q pa

j
i2
´ bji1q. (8.7)

Applying this bound in (8.6) then allows us to make the replacement (recall the definition
of Θ

pcgq
N,ε from (4.11))

Θ
pcgq
N,ε ppτ

j
i1
, σji2q, pa

j
i1
, bji1q, pa

j
i2
, bji2qq

ď
ù CΘ

pcgq
N,ε pτ

j
i1

; aji1 , b
j
i1
q g10psi2

´ti1
q pa

j
i2
´ bji1q Θ

pcgq
N,ε pσ

j
i2

; aji2 , b
j
i2
q.

(8.8)

Of course this is not an upper bound since Θ
pcgq
N,ε could be negative. However, when we

compute the moment in (8.4), we end up with products of the moments of Θ
pcgq
N,ε ’s and its

constituent ξN ’s, which are then be bounded by their absolute values. Applying (8.7) at this
point gives a true upper bound, which has the same effect as making the replacement (8.8) in
the expansion before taking expectation, and then compute the moment as in (8.4). To keep
the notation simple, we will assume this replacement from now on, so that the expansion
of (8.4) now contains only Θ

pcgq
N,ε pi; a, bq that visits a single mesoscopic time interval TεN piq,

which simplifies the expansion from (8.4). The cost is replacing some heat kernel g i
2
p¨q (more

accurately, the associated random walk transition kernel) by Cg10ip¨q as in (8.7).
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(B) We now consider a U block I “ rs, ts X N. Assuming w.l.o.g. J “ t1, 2u so that
only renewal sequences 1 and 2 in the expansion of (8.4) visit block I. Let a, b P Z2 be
spatial indices for the mesoscopic boxes of entry and exit in the time interval I. Then the
coarse-grained disorder variables Θ

pcgq
N,ε visited by renewal sequences 1 and 2 in the time

interval I must match perfectly in order to have non-zero expectation. Taking expectation
in (8.4), each U block in the expansion therein leads to the following quantity analogous to
UN pn, xq defined in (3.40) and (3.41):

U
pcgq
N,ε pt´s, b´aq :“

ÿ

p~i1,...,~irqP~A
pno tripleq
ε

p~a1,...,~arqP~A
pdiffq
ε

i1“s,i
1
r“t,a1“a,a

1
r“b

ErΘpcgq
N,ε p

~i1,~a1q
2
s

r
ź

j“2

g2
1
2
pij´i

1
j´1q
paj´a1j´1qErΘ

pcgq
N,ε p

~ij ,~ajq
2
s, (8.9)

where ~Apno tripleq
ε and ~Apdiffq

ε are defined in (5.70) and (5.71). Because the sum above is a
sum over finitely many terms, by Lemma 7.1, the following limit exists

U
pcgq
8,ε pt´ s, b´ aq :“ lim

NÑ8
U
pcgq
N,ε pt´ s, b´ aq. (8.10)

We next consider a V block I “ rs, tsXN with size t´s`1 ď 4. Let J Ă t1, 2, 3, 4u denote
the set of renewal sequences that visit I. To have non-zero expectation in the expansion
of (8.4), we must have |J | ě 3 (|J | “ 2 would make it a U block instead). Each renewal
sequence can visit at most two mesoscopic time intervals with indices in I. For each renewal
sequence j P J that visits block I, let pσj , ajq and pτ j , bjq be the indices of the mesoscopic
time-space boxes of entry and exit in I. In the expectation in (8.4), such a V block then
leads to the following factor

V
pcgq
N,ε ppσ

j , τ j , aj , bjqjPJ q :“ E
”

ź

jPJ
Θ
pcgq
N,ε ppσ

j , τ jq, paj , bjqq
ı

ď
ź

jPJ
1
tD j‰kPJ ,|aj´ak|ď6Mεu

E
”

Θ
pcgq
N,ε ppσ

j , τ jq, paj , bjqq4
ı

1
4
,

where the indicators follow from the local dependence of Θ
pcgq
N,ε from its definition in (4.11).

Applying (7.11) with |~i| ď 4 (since V blocks have length at most 4) then gives

lim sup
NÑ8

V
pcgq
N,ε ppσ

j , τ j , aj , bjqjPJ q ď
C

plog 1
ε q
|J |
4

ź

jPJ
1
tD kPJ ,k‰j,|aj´a

k
|ď6Mε;

|b
j
´a
j
|ďMεu

e´|b
j
´a

j
|

“: V pcgq,J
8,ε pa, bq. (8.11)

(C) We next modify the heat kernels connecting different blocks Ii. First, we will
contract each V block Ii “ rsi, tis X N into a block of size 1. Note that every heat kernel
in the expansion connects two different blocks Ii1 “ rsi1 , ti1s X N and Ii2 “ rsi2 , ti2s X N,
i1 ă i2, and are of the form g 1

2
pσi2

´τi1
qpai2 ´ bi1q for some τi1 P Ii1 and σi2 P Ii2 with

|ai2 ´ bi1 | ď Mε

a

σi2 ´ τi1 . The heat kernel g 1
2
pσi2

´τi1
qp¨q from time τi1 to σi2 may jump

over multiple blocks of type V. If we contract the time span rτi1 , σi2s of the heat kernel
by shrinking each block of type V that intersects rτi1 , σi2s into a block of size 1, and let u
denote the length of the reduced time span for the heat kernel, then u ě 1

4pσi2 ´ τi1q since
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blocks of type V have length at most 4. Therefore

g 1
2
pσi2

´τi1
qpai2 ´ bi1q ď 8g2upai2 ´ bi1q.

The heat kernels introduced in (8.7) are of the form g10pσi2
´τi1

qpai2 ´ bi1q and can similarly
be bounded by 8g80upai2 ´ bi1q. For consistency, we will further bound g2up¨q ď 20g80up¨q.
This shows that at the cost of introducing a constant factor C for each block Ii, we can
assume from now on that all blocks Ii of type V have length 1, namely si “ ti, and all heat
kernels appearing in the expansion (as an upper bound for the expansion of (8.4)) are of
the form g80psi2

´tsi1
qp¨q.

Lastly, we perform a Chapman-Kolmogorov type decomposition for each heat kernel
g80psi2

´ti1
qpbi1 , ai2q :“ g80psi2

´ti1
qpai2 ´ bi1q at each sj , tj P pti1 , si2qXN, similar to what was

done in the proof of Theorem 6.1. To simplify notation, let u0 “ ti1 , u1, . . . , uk´1, uk “ si2 ,
with u1, . . . , uk´1 being the times at which we want to perform the decomposition. Let
x0 :“ bi1 , xk :“ ai2 . Then we can bound

g80puk´u0q
px0, xkq “

ż

¨ ¨ ¨

ż

x1,...,xk´1PR
2

g80pu1´u0q
px0, x1q ¨ ¨ ¨ g80puk´uk´1q

pxk´1, xkqdx1 ¨ ¨ ¨ dxk´1

ď
ÿ

x1,...,xk´1PZ
2

k
ź

i“1

`

2g80pui´ui´1q
pxi´1, xiq

˘

,

where we have discretized the spatial integral into a sum over the lattice and introduced a
factor 2 for each intermediate time ui, 1 ď i ă k, as a crude upper bound.

The steps (A)-(C) we have performed so far basically allow us to bound the expansion
(8.4) in a form that is similar to (6.12), and ready to lead to the analogue of (6.17). The U
blocks we have introduced correspond to UI introduced in (6.14), while V blocks correspond
to the disorder variable ξ, which even after contracting each V block into a block length
1, still has non-trivial spatial dependence. Due to the heavy notation, we will not write
down the analogue of (6.12) here. Instead, we explain below how the analogues of (6.17)
and (6.20) can be derived.

Part II. Bounds. Based on the considerations above, we can write down an upper bound
for (8.4) that allows us to adapt the proof of Theorem 6.1. First, we introduce some notation
that parallels those in the proof of Theorem 6.1. Similar to (6.8), for a “ pajq1ďjď4, b “

pbjq1ďjď4 P pZ
2
q
4 and ϕ : Z2

Ñ R, define

Qtpa, bq :“
4
ź

j“1

g80tpa
j , bjq,

Qtpϕ, bq :“
4
ź

j“1

´

ÿ

c
j
PZ2

ϕpcjqg80tpb
j
´ cjq

¯

, Qtpa, ψq :“
4
ź

j“1

´

ÿ

c
j
PZ2

g80tpc
j
´ ajqψpcjq

¯

.

Similar to (6.14), for J “ tk, lu Ă t1, 2, 3, 4u, define (recall U pcgq
8,ε from (8.10))

Upcgq,J
8,ε pt; a, bq :“ 1

ta
k
“a

l
,b
k
“b

l
u
U
pcgq
8,ε pt, b

k
´ akq

ź

jRJ
g80tpa

j , bjq, (8.12)
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with g0pa
j , bjq :“ 1

ta
j
“b

j
u
. Similarly, define (recall Vpcgq,J

8,ε pa, bq from (8.11))

Vpcgq,J
8,ε pa, bq :“ V pcgq,J

8,ε pa, bq
ź

jRJ
1
ta
j
“b

j
u
. (8.13)

To be consistent with the notation in the proof of Theorem 6.1, we will replace J Ă

t1, 2, 3, 4u, which determines which mesoscopic renewal sequences collect coarse-grained
disorder variables at time t, by a partition I $ t1, 2, 3, 4u, which specifies which sequences
interact with each other through the coarse-grained disorder variables at time t. In particular,
in Upcgq,J

8,ε corresponding to a U block, the associated partition I consists of J and tju for
j R J , so that |I| “ 3. In V pcgq,J

8,ε corresponding to a V block, if |J | “ 3, then the associated
partition I consists of J and tju for j R J , so |I| “ 2; if |J | “ 4, then the associated
partition I is given by the connected components of t1, 2, 3, 4u with an edge between i and
j whenever |ai ´ aj | ď 6Mε, and there can be no singletons in the partition to ensure that
Vpcgq,J
8,ε ‰ 0 (in particular, |I| “ 1 or 2).
From now on, we write Upcgq,I

8,ε pt; a, bq and Vpcgq,I
8,ε pt; a, bq, replacing J by the associated

partition I $ t1, 2, 3, 4u. Define

Wpcgq,I
8,ε pt, a, bq :“ 1t|I|“3uU

pcgq,I
8,ε pt, a, bq ` 1t|I|ă3uV

pcgq,I
8,ε pa, bq. (8.14)

We can now write down the following upper bound for (8.4) in the limit N Ñ8:

Mϕ,ψ
8,ε :“ lim sup

NÑ8
Mϕ,ψ

N,ε ď }ψ}
4
8 ε

5
8
ÿ

r“1

Cr
ÿ

I1,...,Ir$t1,2,3,4u,|Ii|ď3

Kεăs1ďt1ăs2ď¨¨¨ăsrďtrăsr`1ď
2
ε

a1,b1,...,ar,brPpZ
2
q
4

Q80s1
pϕε, a1q

r
ź

i“1

Wpcgq,Ii
8,ε pti ´ si, ai, biqQ80psi`1´tiq

pbi, ai`1q,

(8.15)

where C does not depend on ε, ar`1 :“ 1Bε , the sum in (8.15) contains no consecutive
Ii “ Ii`1 with |Ii| “ 3, and when |Ii| ď 2, we must have si “ ti thanks to the contraction of
the V blocks.

For λ ą 0 to be chosen later, we can insert the factor e
2λ
ε e´λ

řr`1
i“1 psi´ti´1q´λ

řr
i“1pti´siq ě 1

into (8.15) to obtain a bound similar to (6.17):

ˇ

ˇMϕ,ψ
8,ε

ˇ

ˇ ď e
2λ
ε }ψ}48ε

5
8
ÿ

r“1

Cr
ÿ

I1,...,Ir

xϕb4
ε ,P

˚;I1
λ,ε P

I1;I2
λ,ε ¨ ¨ ¨P

Ir´1;Ir
λ,ε QIr;˚

λ,ε 1
b4
Bε
y, (8.16)

where given two partitions I, J $ t1, . . . , 4u, with I “ ˚ denoting the partition consisting of
singletons, PI,Jλ,ε are integral operators with kernels given by

PI;Jλ,ε :“

#

QI;J
λ,εV

J
λ,ε if |J | ă 3,

QI;J
λ,εU

J
λ,ε if |J | “ 3,

(8.17)
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where for a, b P pZ2
q
4,

QI;J
λ,ε pb, aq :“ 1tb„I,a„Ju

2{ε
ÿ

n“1

e´λnQ80npb, aq,

UIλ,εpa, bq :“ 1ta,b„Iu

2{ε
ÿ

n“0

e´λnUpcgq,I
8,ε pn, a, bq, |I| “ 3,

VIλ,εpa, bq :“ 1ta,b„IuV
pcgq,I
8,ε pa, bq, |I| ă 3.

(8.18)

Here, given a “ pajq1ďjď4 P pZ
2
q
4 and a partition I $ t1, 2, 3, 4u, with k I

„ l denoting k, l
belonging to the same partition element in I,

a „ I denotes the constraint

$

&

%

@ k
I
„ l, ak “ al if |I| “ 3,

@ k
I
„ l, |ak ´ al| ď 20Mε if |I| ď 2.

(8.19)

We will denote pZ2
q
4
I :“ tb P pZ2

q
4 : b „ Iu. The main difference from (6.17) and (6.15)

is that the spatial constraint there are delta functions (see (6.7)), that is, a „ I with Mε

set to 0. Here we also have the additional operator VJλ,εpa, bq because we allow b ‰ a. The
analogue of Erξps are the moments of the coarse-grained disorder variables Θ

pcgq
N,ε , which are

now captured in VJλ,ε and UJλ,ε.
As in (6.18), for a weight function wε : Z2

Ñ R, see (4.7), we define the weighted operators

pQI;J
λ,ε pb, aq :“

wb4
ε pbq

wb4
ε paq

QI;J
λ,ε pb, aq,

and define pUJλ,εpa, bq, pV
J
λ,εpa, bq, and pPI,Jλ,ε similarly. For p, q ą 1 with 1

p `
1
q “ 1, we can then

bound (8.16) via the following analogue of (6.20):

ˇ

ˇMϕ,ψ
8,ε

ˇ

ˇ ď e
2λ
ε }ψ}48ε

5
8
ÿ

r“1

Cr
ÿ

I1,...,Ir

›

›

›

ϕb4
ε

wb4
ε

›

›

›

`
p
ppZ2

q
4
I1
q

›

›

›

pP
˚,I1
λ,ε

›

›

›

`
q
Ñ`

q

›

›

›

pP
I1;I2
λ,ε

›

›

›

`
q
Ñ`

q
¨ ¨ ¨ (8.20)

¨ ¨ ¨

›

›

›

pP
Ir´1;Ir
λ,ε

›

›

›

`
q
Ñ`

q

›

›

›

pQIr;˚
λ,ε

›

›

›

`
q
Ñ`

q

›

›

›
1
b4
Bε
wb4
ε

›

›

›

`
q
ppZ2

q
4
Ir
q
,

where we still have pZ2
q
4
I :“ tb P pZ2

q
4 : b „ Iu, but the definition of the constraint

b „ I has changed as in (8.19). We still regard pQI;J
λ,ε p¨, ¨q and pPI;Jλ,ε p¨, ¨q as operators from

`qppZ2
q
4
Jq Ñ `qppZ2

q
4
Iq, and similarly for pUJλ,ε and pVJλ,ε.

We choose λ :“ λ̂ε with λ̂ large but fixed so that eλε remains bounded. We have the
following analogue of Proposition 6.6, where we again omitted pZ2

q
4
I from } ¨ }`pp¨q.
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Proposition 8.2. For some c uniformly in λ “ λ̂
N ą 0, ε P p0, 1q, and I, J Ă t1, . . . , 4u

with 1 ď |I|, |J | ď 3 and I ‰ J when |I| “ |J | “ 3, we have
›

›

›

pQI;J
λ,ε

›

›

›

`
q
Ñ`

q
ď c1t|I|“|J |“3u ` cM

8
ε 1t|I|^|J |ď2u; (8.21)

›

›

›

pQ˚,Iλ,ε
›

›

›

`
q
Ñ`

q
ď cε

´ 1
q
`

1t|I|“3u ` 1t|I|ď2uM
4
ε

˘

; (8.22)
›

›

›

pQI;˚
λ,ε

›

›

›

`
q
ď cε

´ 1
p
`

1t|I|“3u ` 1t|I|ď2uM
4
ε

˘

; (8.23)
›

›

›

pUI
λ̂ε,ε

›

›

›

`
q
Ñ`

q
ď

c

log λ̂
for |I| “ 3; (8.24)

›

›

›

pVIλ,ε

›

›

›

`
q
Ñ`

q
ď

c

plog 1
ε q

3
4

for |I| ď 2. (8.25)

We now substitute these bounds into (8.20) and note that when |I| “ |J | “ 3, each factor
} pQI;J

λ,ε}`
q
Ñ`

q can be controlled by }pUI
λ̂ε,ε
}`qÑ`q , and when |I| ^ |J | ď 2, the powers of Mε “

log log 1
ε from (8.21)-(8.23) can be controlled by }pVIλ,ε}

1{2

`
q
Ñ`

q}pV
J
λ,ε}

1{2

`
q
Ñ`

q (set }pVIλ,ε}`qÑ`q :“ 1

if |I| “ 3). This leads to a convergent geometric series similar to (6.25), which gives
ˇ

ˇMϕ,ψ
8,ε

ˇ

ˇ ď Cε
4
p

›

›

›

ϕε
wε

›

›

›

4

`
p
}ψ}48

›

›w1B
›

›

4

`
q (8.26)

for some C depending only on λ̂. This proves Theorem 8.1. �

To conclude this section, we sketch the proof of Proposition 8.2.

Proof of Proposition 8.2. We will sketch how the proof of Proposition 6.6 can be adapted
to the current setting.

Proof of (8.21). First note that it is equivalent to

ÿ

xPpZ2
q
4
I ,yPpZ

2
q
4
J

fpxqQI,J
λ,ε px,yq

wb4
ε pxq

wb4
ε pyq

gpyq ď c
`

1t|I|“|J |“3u`M
8
ε 1t|I|^|J |ă3u

˘

}f}`p}g}`q (8.27)

uniformly for all f P `pppZ2
q
4
Iq and g P `

q
ppZ2

q
4
Jq. We split the region of summation into

Aε “ t|x ´ y| ď C0{
a

ε|u and Acε. Note that the analogue of Lemma 6.7 holds for Qλ,ε.
Therefore following the same argument as in (6.35), the region Acε gives the contribution

ÿ

xPpZ2
q
4
I ,yPpZ

2
q
4
J

px,yqPA
c
ε

fpxqQI,J
λ,ε px,yq

wb4
ε pxq

wb4
ε pyq

gpyq

ď Cε3
´

ÿ

xPpZ2
q
4
I ,yPpZ

2
q
4
J

|fpxq|p e´|x´y|
?
ε
¯1{p´ ÿ

xPpZ2
q
4
I ,yPpZ

2
q
4
J

|gpyq|q e´|x´y|
?
ε
¯1{q

ď Cε
3´
|J |
p ´

|I|
q
`

1t|I|“|J |“3u `M
8
ε 1t|I|^|J |ă3u

˘

}f}`p }g}`q (8.28)
ď C}f}`p }g}`q ,

where the spatial constraints in x P pZ2
q
4
I and y P pZ2

q
4
J (see (8.19)) led to the factor in the

bracket in the third line.
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In the region Aε, the factor wb4
ε pxq{w

b4
ε pyq is bounded. By the analogue of Lemma 6.7

for Qλ,ε, it suffices to show
ÿ

xPpZ2
q
4
I ,yPpZ

2
q
4
J

fpxqgpyq

p1`
ř4
i“1 |xi ´ yi|

2
q
3 ď c

`

1t|I|“|J |“3u `M
8
ε 1t|I|^|J |ă3u

˘

}f}`p}g}`q (8.29)

When |I| “ |J | “ 3, the proof is exactly the same as that of (6.27). When |I|, |J | ă 3, we
can apply Hölder to bound the l.h.s. of (8.29) by

´

ÿ

xPpZ2
q
4
I ,yPpZ

2
q
4
J

fpxqp

p1`
ř4
i“1 |xi ´ yi|

2
q
3

¯1{p´ ÿ

xPpZ2
q
4
I ,yPpZ

2
q
4
J

gpyqq

p1`
ř4
i“1 |xi ´ yi|

2
q
3

¯1{q

ď CM8
ε }f}`p}g}`q . (8.30)

When |I| ă 3 and |J | “ 3 (the case |I| “ 3 and |J | ă 3 can be treated identically), we can
find k, l P t1, 2, 3, 4u that belong to the same partition element in I, but to different partition
elements in J ; in particular, x P pZ2

q
4
I implies |xk ´ xl| ď 20Mε. Fix any a P p0, 1{qq. We

can then apply Hölder to bound the l.h.s. of (8.29) by
´

ÿ

xPpZ2
q
4
I ,yPpZ

2
q
4
J

fpxqp

p1`
ř4
i“1 |xi ´ yi|

2
q
3 ¨

1

p1` |yk ´ yl|
2a
q
p

¯1{p

ˆ

´

ÿ

xPpZ2
q
4
I ,yPpZ

2
q
4
J

gpyqq

p1`
ř4
i“1 |xi ´ yi|

2
q
3 ¨ p1` |yk ´ yl|

2a
q
q
¯1{q

ď CM8
ε }f}`p}g}`q ,

where in the first bracket, the sum over y is uniformly bounded by the same argument as
in the bound for (6.28), while in the second bracket, we can distinguish between two cases:
either |yk´yl| ď 40Mε, in which case we apply this bound and sum over x to get a bound of

M
4
q
`2a

ε }g}`q ; or |yk´ yl| ą 40Mε ě 2|xk´xl|, in which case we apply the triangle inequality

|xk ´ yk| ` |xl ´ yl| ě
|xk ´ yk| ` |xl ´ yl|

2
`
|yk ´ yl|

4

and follow the same argument as for (6.30) to get a bound of M4{q
ε }g}`q , where M

4{q
ε comes

from summing over the redundant components of x after selecting one component of x for
each partition element of I. This concludes the proof of (8.21).

Proof of (8.22)-(8.23). Similar to (6.36), we need to show
ÿ

xPpZ2
q
4
I ,yPpZ

2
q
4

fpxqQI,˚
λ,εpx,yq

wb4
ε pxq

wb4
ε pyq

gpyq ď c ε
´ 1
p
`

1t|I|“3u ` 1t|I|ă3uM
4
ε

˘

}f}`p}g}`q (8.31)

uniformly in f P `pppZ2
q
4
Iq and g P `

q
ppZ2

q
4
q. Restricted to px,yq P Acε, we note that the

bound (8.28) can now be replaced by

Cε
3´

4
p
´

1t|I|“3uε
´

3
q ` 1t|I|ă3uM

8´2|I|
q

ε ε
´
|I|
q

¯

}f}`p }g}`q ď Cε
´ 1
p }f}`p }g}`q .

Restricted to Aε, it suffices to bound the following analogue of (6.38):
ÿ

xPpZ4
q
h
I ,yPpZ

2
q
4

px,yqPAε

fpxqgpyq
`

1`
ř4
i“1 |xi ´ yi|

2˘3 ď Cε
´ 1
p
`

1t|I|“3u ` 1t|I|ă3uM
4
ε

˘

}f}`p}g}`q . (8.32)
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When |I| “ 3, this follows by exactly the same proof as that of (6.38). When |I| ď 2, the
estimate is simpler and we can apply the Hölder inequality to bound the l.h.s. of (8.32) by
˜

ÿ

xPpZ2
q
4
I ,yPpZ

2
q
4

px,yqPAε

fpxqp

`

1`
ř4
i“1 |xi ´ yi|

2˘3

¸
1
p
˜

ÿ

xPpZ2
q
4
I ,yPpZ

2
q
4

px,yqPAε

gpyqq

`

1`
ř4
i“1 |xi ´ yi|

2˘3

¸
1
q

. (8.33)

Since |I| ď 2, the second factor can be bounded by CM4
ε }g}`q . For the first factor, summing

over y gives
ÿ

yPpZ2
q
4

|y´x|ăC0{
?
ε

1
`

1`
ř4
i“1 |xi ´ yi|

2˘3 ď Cε´1

uniformly in x P pZ2
q
4
I . Collecting all the bounds obtained so far then gives (8.31).

Proof of (8.24). Assume w.l.o.g. that I $ t1, 2, 3, 4u consists of the partition elements
t1, 2u, t3u, t4u. Recall from (8.18) and (8.12) that for x,y P pZ2

q
4
I ,

UI
λ̂ε,ε
px,yq “

2{ε
ÿ

n“0

e´λ̂εn U
pcgq
8,ε pn, y1 ´ x1q

ź

i“3,4

g80npxi, yiq.

We then have the following analogues of (6.43) and (6.44):

ÿ

yPpZ2
q
4
I

UI
λ̂ε,ε
px,yq ď 4

2{ε
ÿ

n“0

e´λ̂εn
ÿ

zPZ2

U
pcgq
8,ε pn, zq ď

C

log λ̂
,

ÿ

yPpZ2
q
4
I

UI
λ̂ε,ε
px,yqeC|x´y|

?
ε
ď C

2{ε
ÿ

n“0

e´λ̂εn
ÿ

zPZ2

U
pcgq
8,ε pn, zqe

C|z|
?
ε
ď

C

log λ̂
,

both of which follows from Lemma 5.9 by Fatou’s Lemma (recall U pcgq
8,ε from (8.10)). The

rest of the proof is exactly the same as that of (6.24).

Proof of (8.25). Given a partition I $ t1, 2, 3, 4u with |I| ď 2, recall the definition of pVIλ,ε
from (8.18). We need to show that

ÿ

x,yPpZ2
q
4
I

fpxqVpcgq,I
8,ε px,yqgpyq

wb4
ε pxq

wb4
ε pyq

ď
C

plog 1
ε q

3
4

}f}`p}g}`q (8.34)

uniformly for all f P `pppZ2
q
4
Iq and g P `

q
ppZ2

q
4
Iq. As before, we consider the sum of x,y

over Aε “ t|x´ y| ď C0{
a

ε|u and Acε separately and apply Hölder’s inequality. The bound
(8.25) will follow if we show that uniformly in x P pZ2

q
4
I ,

ÿ

yPpZ2
q
4
I

Vpcgq,I
8,ε px,yq ď

C

plog 1
ε q

3
4

and
ÿ

yPpZ2
q
4
I

Vpcgq,I
8,ε px,yqeC|y´x|

?
ε
ď

C

plog 1
ε q

3
4

. (8.35)

These bounds hold because (8.13) and (8.11) imply that

Vpcgq,I
8,ε px,yq ď

C

plog 1
ε q

3
4

4
ź

i“1

1t|yi´xi|ďMεu
e´|yi´xi|.

This concludes the proof of Proposition 8.2. �
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9. Proof of the main results: Theorems 1.1 and 1.2

9.1. Proof of Theorem 1.1. We can rephrase Theorem 1.1 as follows.

Theorem 9.1. Assume the same setup as in Theorem 1.1. Let k P N. For i “ 1, . . . , k,
assume 0 ď si ď ti ă 8, ϕi P CcpR

2
q has compact support, and ψi P CbpR

2
q is bounded.

Then the following convergence in distribution holds as N Ñ8:
`

ZβN
N,si,ti

pϕi, ψiq
˘

i“1,...,k
ùñ

`

Z ϑ
s,tpϕi, ψiq

˘

i“1,...,k
, (9.1)

where ZβN
N ; s,tpϕ,ψq :“

ť

ϕpxqψpyqZβN
N ; s,tpdx,dyq.

We will prove Theorem 9.1 by showing that the random vector in the l.h.s. of (9.1)
converges in distribution as N Ñ 8 to a unique random limit. This in turn implies that
pZβN

N ; s,tpdx, dyqq0ďsďtă8 converges to a unique limit, denoted Z ϑ
“ pZ ϑ

s,tpdx, dyqq0ďsďtă8.

The convergence of the one point distribution in Theorem 9.1 follows from the following
result. We will explain how this can be adapted to finite dimensional distributions in Remark
9.5.

Proposition 9.2. Given ϕ P CcpR
2
q and ψ P CbpR

2
q, let ZN pϕ,ψq :“ ZβN

N,0,1pϕ,ψq “
ť

ϕpxqψpyqZβN
N pdx,dyq be as in Theorem 9.1 with N P 2N. Then ZN pϕ,ψq converges in

distribution to a unique limit as N Ñ8.

Proof. Since

Er|ZN pϕ,ψq|s ď
1

N

ÿ

x,yPZ2

ˇ

ˇϕ
`

x?
N

˘
ˇ

ˇ

ˇ

ˇψ
`

y
?
N

˘
ˇ

ˇqN py ´ xq Ñ

ĳ

|ϕpxq||ψpyq|g 1
2
py ´ xqdxdy ,

it follows that Er|ZN pϕ,ψq|s is uniformly bounded in N and hence pZN pϕ,ψqqNPN is a tight
family and admits subsequential weak limits.

To show that the limit is unique, it then suffices to show that for every bounded f : RÑ R,
with uniformly bounded first three derivatives, the limit

lim
NÑ8

ErfpZN pϕ,ψqqs

exists. To this end, we will show that pErfpZN pϕ,ψqqsqNPN is a Cauchy sequence.
Theorem 4.7 allows us to approximate ZN pϕ,ψq by the coarse-grained model Z pcgq

ε pϕ,ψ|Θq

with coarse-grained disorder variables Θ “ Θ
pcgq
N,ε , with an L2 error that is arbitrarily small,

uniformly in large N , if ε ą 0 is chosen sufficiently small. Therefore it only remains to show

lim
εÓ0

lim
NÑ8

sup
m,něN

ˇ

ˇErfpZ pcgq
ε pϕ,ψ|Θpcgq

m,ε qqs ´ ErfpZ pcgq
ε pϕ,ψ|Θpcgq

n,ε qqs
ˇ

ˇ “ 0. (9.2)

We will prove (9.2) by applying the Lindeberg principle for multilinear polynomials of
dependent random variables formulated in Lemmas A.2–A.4.

Let us set ΦpΘq :“ Z pcgq
ε pϕ,ψ|Θq, and note from its definition in (4.8) that ΦpΘq is a

multilinear polynomial in the variables Θ :“ pΘp~i,~aqq
p~i,~aqPTε

, where recall from (4.5) that

Tε :“
!

p~i,~aq “ ppi, i1q, pa, a1qq : |~i| “ i1 ´ i` 1 ď Kε, |~a| “ |a´ a1| ďMε

b

|~i|
)

.

We write Θn for the coarse-grained disorder variables Θpcgq
n,ε :“ pΘpcgq

n,ε p
~i,~aqq

p~i,~aqPTε
, see (4.11).

These satisfy Assumption A.1 with the following dependency neighborhoods:
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‚ for each z1 :“ p~i1,~a1q P Tε, its dependency neighbourhood is given by

Az1
“

!

z2 “ p
~i2,~a2q P Tε : ti2, i

1
2u X ti1, i

1
1u ‰ H,

distpta2u, ta1, a
1
1uq ^ distpta12u, ta1, a

1
1uq ď 2Mε

)

;

‚ given z1 P Tε and z2 P Az1
, the dependency neighbourhood of tz1, z2u is given by

Az1z2
“ Az1

YAz2
.

Recalling the definition of Tε, we see that, uniformly in ε ą 0 and z P Tε,

|Az| ď CM2
ε Kε pMε

a

Kεq
2
“ CM4

ε K
2
ε . (9.3)

In order to apply Lemma A.4, we first verify that condition (A.8) is satisfied by ΦpΘq.

Lemma 9.3. The multilinear polynomial ΦpΘq :“ Z pcgq
ε pϕ,ψ|Θq satisfies condition (A.8).

Proof. Condition (A.8) reads as

@ z1 P Tε, @ z2 P Az1
, @ z3 P Az1z2

“ Az1
YAz2

: B
2
zizj

Φ “ 0 for all 1 ď i, j ď 3,

where Bz denotes derivative w.r.t. Θpzq. Since Φ is multilinear in pΘpzqqzPTε , this condition
is equivalent to the claim that no term in the expansion of Φ (recall its definition from (4.8))
contains more than one of the factors Θpziq, 1 ď i ď 3. From the definition of Φ, clearly the
product Θpz1qΘpz2q cannot appear because z1 “ ppi1, i

1
1q, pa1, a

1
1qq and z2 “ ppi2, i

1
2q, pa2, a

1
2qq

have an overlapping time index. Similarly, if z3 P Azi
for either i “ 1 or 2, then the factor

ΘpziqΘpz3q cannot appear. The last case is if z3 P Az2
, but z3 R Az1

(the case z3 P Az1
,

z3 R Az2
is the same by symmetry, since z2 P Az1

if and only if z1 P Az2
): let us show that

Θpz1qΘpz3q does not appear in ΦpΘq. Both~i1 and~i3 have an overlapping time index with
~i2, hence distp~i1,~i3q ď i12 ´ i2 “ |~i2| ´ 1 ď Kε ´ 1, which contradicts the constraint imposed
by ~Apno tripleq

ε in (4.4), that for Θpz1qΘpz3q to appear, we must have distp~i1,~i3q ě Kε. This
verifies condition (A.8). �

We can then apply Lemmas A.2–A.4 to bound
ˇ

ˇErfpΦpΘmqqs ´ ErfpΦpΘnqqs
ˇ

ˇ ď I
pmq
1 ` I

pmq
2 ` I

pnq
1 ` I

pnq
2 ` I

pm,nq
3 , (9.4)

where Ipmq1 and I
pmq
2 are the terms from applying Lemma A.2 to hp¨q “ fpΦp¨qq and

X “ Θm, see (A.4) and (A.5), similarly for Ipnq1 and I
pnq
2 , while Ipm,nq3 is the term from

applying Lemma A.3 to two Gaussian families Z “ ΘpGqm and Z̃ “ ΘpGqn with the same mean
and covariance structure as Θm and Θn, respectively, but independent of them, see (A.6).†

We are now ready to prove (9.2) exploiting (9.4). It suffices to prove that

lim
εÓ0

lim sup
nÑ8

I
pnq
1 “ 0 , lim

εÓ0
lim sup
nÑ8

I
pnq
2 “ 0 , lim

εÓ0
lim sup
n,mÑ8

I
pm,nq
3 “ 0 , (9.5)

We will prove these relations separately, exploiting (A.9), (A.10) and (A.11) from Lemma A.4.
This will conclude the proof of Proposition 9.2.

†Since pΘnpzqqzPTε
are uncorrelated, pΘpGqn pzqqzPTε

are in fact independent Gaussian random variables.
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Bound on lim sup
nÑ8

I
pnq
1 . By (A.9), we have

|I
pnq
1 | ď

1

2
}f3}8 sup

z1PTε
E
“

|Θnpz1q|
3‰

ÿ

z1PTε, z2PAz1
, z3PAz1z2

sup
s,t,u

E
”

ˇ

ˇBz1
Φ
`

W
z1,z2
s,t,u

˘ˇ

ˇ

3
ı

1
3

sup
s,t,u

E
”

ˇ

ˇBz2
Φ
`

W
z1,z2
s,t,u

˘
ˇ

ˇ

3
ı

1
3

sup
s,t,u

E
”

ˇ

ˇBz3
Φ
`

W
z1,z2
s,t,u

˘
ˇ

ˇ

3
ı

1
3
,

(9.6)

where for s, t, u P r0, 1s,

W
z1,z2
s,t,u :“ su

?
tΘ

Az1
n ` u

?
tΘ

Az1z2
zAz1

n `
?
tΘ

A
c
z1z2

n `
?

1´ tΘpGqn , (9.7)

with ΘA
n pzq :“ Θnpzq1tzPAu.

First note that by the assumption ϕ P CcpR
2
q and the definition of the multilinear

polynomial ΦpΘq in (4.8), ΦpΘq depends only on Θpzq for a finite set of z P Tε. In particular,
the sum in (9.6) is finite, and we can pass lim supnÑ8 inside the sum.

Note that }f3}8 is bounded by assumption, and by (7.11),

lim sup
nÑ8

sup
z1PTε

E
“

|Θnpz1q|
3‰
ď lim sup

nÑ8
sup
z1PTε

E
“

|Θnpz1q|
4‰3{4

ď
C

plog 1
ε q

3{4
. (9.8)

The sum in (9.6) can be bounded by

ÿ

z1PTε, z2PAz1
, z3PAz1z2

1

3

3
ÿ

i“1

sup
s,t,u

E
”

ˇ

ˇBziΦ
`

W
z1,z2
s,t,u

˘ˇ

ˇ

4
ı3{4

. (9.9)

Given z “ p~i,~aq “ ppi, i1q, pa, a1qq P Tε, by the definition of ΦpΘq “ Z pcgq
ε pϕ,ψ|Θq in (4.8),

BzΦpΘq “ BΘpzqZ
pcgq
ε pϕ,ψ|Θq “

2

ε
Z̄
pcgq
r0,is pϕ,1Sεpaq|ΘqZ̄

pcgq

ri
1
,1{εs

p1Sεpa
1
q
, ψ|Θq, (9.10)

where Z̄
pcgq
r0,is pϕ,1tSεpaqu|Θq denotes the centred coarse-grained model with initial condition ϕ

at time 0 and terminal condition 1Sεpaq at time i: this is just the original coarse-grained model
in (4.8) with time horizon i instead of t1{εu and with the constant term 1

2 g 1
2
pϕ,ψq omitted.

(We recall that Sεpaq is a square of side length
?
ε defined as in (5.35).) The definition

of Z̄
pcgq

ri
1
,1{εs

p1Sεpa
1
q
, ψ|Θq is similar, which is independent of Z̄

pcgq
r0,is pϕ,1tSεpaqu|Θq. Each of

BΘpzqZ
pcgq
ε , Z̄

pcgq
r0,is and Z̄

pcgq

ri
1
,1{εs

contains a factor of ε{2 by the defintion of the coarse-grained
model in (4.8), which is why there is a prefactor of 2{ε in (9.10). We then have

E
”

ˇ

ˇBzΦ
`

W
z1,z2
s,t,u

˘ˇ

ˇ

4
ı

(9.11)

“
16

ε4 E
”́

Z̄
pcgq
r0,is p1Sεp0q, ϕp¨ ´

?
εaq|W

z1,z2
s,t,u q

¯4ı

E
”́

Z̄
pcgq

r0,1{ε´i
1
s
p1Sεp0q, ψp¨ ´

?
εa1q|W

z1,z2
s,t,u q

¯4ı

,

where we interchanged initial and terminal conditions by symmetry and used translation
invariance and independence.

We can bound the two factors in the r.h.s. of (9.11) by applying slight variants of
Theorem 8.1, which was formulated for the original coarse-grained model. Let us focus on
the first factor in the r.h.s. of (9.11), for which we need to take into account two differences:
the time range r0, is instead of r0, ε´1

s and the disorder W z1,z2
s,t,u instead of Θn.
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The first difference is immaterial, because our moment estimate Theorem 8.1 is monotone
increasing in the time length i P r1, ε´1

s (see the argument leading to (8.4)). As a consequence,
we can apply the bound in Theorem 8.1 with wpxq “ e´|x| to Z̄

pcgq
r0,is pϕ,ψ|Θnq, which yields

E
”´

Z̄
pcgq
r0,is p1Sεp0q, ϕp¨ ´

?
εaq|Θnq

¯4ı

ď Cε
4
p

›

›

›

1S1p0q

w

›

›

›

4

`
p
}ϕ}48}w1tBϕ´

?
εau}

4
q

ď C}ϕ}48e
´distp

?
εa,Bϕqε

4
p ,

(9.12)

where C depends on the choice of p, q, but is uniform in i and a and in n sufficiently large,
while Bϕ is a ball that contains the support of ϕ.

The second difference is also immaterial, that is we can replace Θn by W z1,z2
s,t,u in (9.12).

This is recorded in the following result, which we prove later.

Lemma 9.4. The bound (9.12) also holds if Θn is replaced byW z1,z2
s,t,u , uniformly in z1, z2 P Tε

and s, t, u P r0, 1s, and n large.

Similarly, we can also bound the second factor in the r.h.s. (9.11) by

E
”́

Z̄
pcgq

r0,1{ε´i
1
s
p1Sεp0q, ψp¨´

?
εa1q|W

z1,z2
s,t,u q

¯4ı

ď Cε
4
p

›

›

›

1S1p0q

w

›

›

›

4

`
p
}ψ}48}w}

4
q ď C}ψ}48ε

4
p . (9.13)

Substituting these bounds into (9.11) and then (9.9) gives (for n sufficiently large)

ÿ

z1PTε, z2PAz1
z3PAz1z2

1

3

3
ÿ

i“1

sup
s,t,u

E
”

ˇ

ˇBziΦ
`

W
z1,z2
s,t,u

˘ˇ

ˇ

4
ı3{4

ď C}ϕ}38}ψ}
3
8ε

6
p
´3

ÿ

z1“p
~i1,~a1qPTε, z2PAz1

z3PAz1z2

e´
3
4

distp
?
εa1,Bϕq

ď C}ϕ}38}ψ}
3
8ε

6
p
´5
M10
ε K

6
ε ,

where we used the symmetry in the dependency structure between z1, z2, z3 (z2 P Az1
if and

only if z1 P Az2
) to reduce

ř3
i“1 to the case i “ 1, and in the last inequality, we first summed

out z2, z3 and applied the bounds |Az1 |, |Az1z2
| ď CM4

εK
2
ε from (9.3), then summed out

pi11, a
1
1q in z1 “ ppi1, i

1
1q, pa1, a

1
1qq where the sum over i11 gives another factor of Kε and the

sum over a11 gives another factor of M2
ε Kε, and lastly we summed out pi1, a1q, noting that

i1 P t1, . . . , ε
´1
u while the sum over a1 gives a factor Opp

?
εq´2

q “ Opε´1
q because of the

exponential decay on the scale p
?
εq´1 (we recall that ϕ has compact support).

We recall from (4.2) that Kε “ plog 1
ε q

6 and Mε “ log log 1
ε . Choose p ą 1 sufficiently

close to 1 and substitute the above bound into (9.9) and then (9.6), together with (9.8), we
then obtain that for any δ P p0, 1q, there exists Cδ such that

lim sup
nÑ8

|I
pnq
1 | ď Cδ ε

δ .

This proves the first relation in (9.5).

Bound on lim sup
nÑ8

I
pnq
2 . By (A.10),

|I
pnq
2 | ď

1

2
}f3}8 sup

z1PTε
E
“

|Θnpz1q|
3‰

ÿ

z1PTε, z2PAz1
, z3PAz1z2

sup
t,u

E
”

ˇ

ˇBz1
Φ
`

W
z1,z2
t,u

˘ˇ

ˇ

3
ı

1
3

sup
t,u

E
”

ˇ

ˇBz2
Φ
`

W
z1,z2
t,u

˘ˇ

ˇ

3
ı

1
3

sup
t,u

E
”

ˇ

ˇBz3
Φ
`

W
z1,z2
t,u

˘ˇ

ˇ

3
ı

1
3
,
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where W z1,z2
t,u :“ u

?
tΘ

Az1z2
n `

?
tΘ

A
c
z1z2

n `
?

1´ tΘpGqn for t, u P r0, 1s. The bounds are exactly
the same as for |Ip1qn |, which gives lim supnÑ8 |I

pnq
2 | ď Cδε

δ for any δ P p0, 1q. This proves
the second relation in (9.5).

Bound on lim sup
m,nÑ8

I
pm,nq
3 . By (A.11) and the fact that Θn is a family of mean zero uncorre-

lated random variables,

|I
pm,nq
3 | ď

1

2
}f2}8

ÿ

zPTε

`

E
“

Θ2
npzq

‰

´ E
“

Θ2
mpzq

‰˘

sup
tPr0,1s

E
“
ˇ

ˇBzΦpWtq
ˇ

ˇ

2‰

(9.14)

where Wt :“
?
tΘpGqn `

?
1´ tΘpGqm for t P r0, 1s. Note that by definition, ΦpΘq depends only

on a finite set of Θz, z P Tε. Therefore the sum in (9.14) contains finitely many terms. For
each z P Tε,

lim
m,nÑ8

`

E
“

Θ2
npzq

‰

´ E
“

Θ2
mpzq

‰˘

“ 0

by Lemma 7.1. On the other hand, uniformly in t P r0, 1s, E
“ˇ

ˇBzΦpWtq
ˇ

ˇ

2‰ converges to a
finite limit as m,nÑ8 because BzΦpWtq is a multilinear polynomial in Wtpzq for finitely
many z P Tε, while its second moment is a multilinear polynomial of ErW 2

t pzqs, z P Tε,
each of which converges by Lemma 7.1. It follows that lim supm,nÑ8 |I

pm,nq
3 | “ 0, which is

stronger than the third relation in (9.5).

Conclusion. Assuming Lemma 9.4, we have proved (9.5). This implies (9.2) and finally
completes the proof of Proposition 9.2. �

Remark 9.5 (Extension to finite-dimensional distribution). Finally, to prove the
finite-dimensional distribution convergence in Theorem 9.1, we argue as in the proof of
Proposition 9.2. First we approximate the components ZβN

N,si,ti
pϕi, ψiq of the random vector

in the l.h.s. of (9.1) by coarse-grained models Z
pcgq
ε,si,ti

pϕi, ψi|Θq, with the same coarse-grained

disorder variables Θ “ Θ
pcgq
N,ε , which we can do with a small L2 error, uniformly in large N ,

provided we choose ε ą 0 small enough, by Theorem 4.7.
It remains to apply a Lindeberg principle for a vector of multilinear polynomials, which

is given in Remark A.5. The estimates needed are exactly the same as in the Lindeberg
principle for a single multilinear polynomial. This concludes the proof of Theorem 9.1.

Proof of Lemma 9.4. We re-examine the proof of Theorem 8.1. First note that, similar
to the L2 orthogonal decomposition of Θnpi, aq with |~i| ě 1 as in (8.5), we can write

W
z1,z2
s,t,u p

~i,~aq “
ÿ

b: |b´a|ďMε, b
1
: |b
1
´a
1
|ďMε

|b
1
´b|ďMε

?
|~i|

W
z1,z2
s,t,u p

~i, pa, bq, pb1, a1qq, (9.15)

where W z1,z2
s,t,u p

~i, pa, bq, pb1, a1qq are defined through the same mixture as in (9.7) between
Θnp

~i, pa, bq, pb1, a1qq and ΘpGqn p~i, pa, bq, pb1, a1qq, with the latter being independent normals
with mean 0 and the same variance as Θnp

~i, pa, bq, pb1, a1qq. We can then carry out the same
expansion as for (8.4), and note that: whenever a product of coarse-grained disorder variables
Θn has zero expectation because of the presence of some Θnpi, aq with either pi, aq or pi1, a1q
unmatched by any other Θn in the product, the same is true if the family Θn is replaced by
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W
z1,z2
s,t,u ; similarly, whenever two collections of Θn variables are independent of each other, the

same is true if Θn is replaced by W z1,z2
s,t,u . This implies that the expansion and re-summation

carried out for the r.h.s. of (8.4), as well as the accompanying constraints on summation
indices, also apply when Θn is replaced by W z1,z2

s,t,u .
Next we claim that, for W z1,z2

s,t,u ppi1, i2q, pa1, b1q, pa2, b2qq that visits two distinct blocks
I1, I2 (see the exposition leading to (8.6)), although we no longer have a chaos expansion
representation as in (8.6) due to the Gaussian component of W z1,z2

s,t,u , we can still make a
replacement similar to (8.8) in order to bound the r.h.s. of (8.4), with Θn replaced byW z1,z2

s,t,u :

W
z1,z2
s,t,u ppi1, i2q, pa1, b1q, pa2, b2qq

ď
ù CW

z1,z2

1,1{2,1pi1; a1, b1q g10pi2´i1q
pa2 ´ b1q W

z1,z2
s,t,u pi2; a2, b2q.

(9.16)

To see this, note that W z1,z2
s,t,u is a mixture of Θn and ΘpGqn with mixture coefficients given in

(9.7). When we expand the r.h.s. of (8.4) withW z1,z2
s,t,u in place of Θ

pcgq
N,ε , we can further expand

W
z1,z2
s,t,u in terms of its mixture. Each term in the expansion then consists of a product of Θn

variables and ΘpGqn variables, whose expectation factorises due to the independence between
Θn and ΘpGqn . For terms that contain the factor Θnppi1, i2q, pa1, b1q, pa2, b2qq, the decomposi-
tion (8.6) applies, and the same argument justifying the replacement (8.8) can be applied
here. For terms that contain the Gaussian factor ΘpGqn ppi1, i2q, pa1, b1q, pa2, b2qq, the expecta-
tion will be non-zero only if this factor appears exactly twice or four times. The resulting
contribution will be either the second or the fourth moment of ΘpGqn ppi1, i2q, pa1, b1q, pa2, b2qq.
Its second moment coincide with that of Θnppi1, i2q, pa1, b1q, pa2, b2qq, while its fourth moment
can be bounded in terms of its second moment by Gaussianity. Then as in (8.8), we make
the following replacement in the expansion:

ΘpGqn ppi1, i2q, pa1, b1q, pa2, b2qq
ď

ù CΘpGqn pi1; a1, b1q g10pi2´i1q
pa2´b1qΘpGqn pi2; a2, b2q. (9.17)

Therefore in the mixture of W z1,z2
s,t,u ppi1, i2q, pa1, b1q, pa2, b2qq (recall (9.7)), we can replace the

Θn and ΘpGqn components each by its factorisation as in (9.17). The mixture coefficient of the
term CΘnpi1; a1, b1qg10pi2´i1q

pa2 ´ b1qΘnpi2; a2, b2q is equal to α
?
t with either α “ su, u or

1, while the mixture coefficient of the term CΘpGqn pi1; a1, b1qg10pi2´i1q
pa2 ´ b1qΘ

pGq
n pi2; a2, b2q

equals
?

1´ t. This mixture can be further replaced by the r.h.s. of (9.16), which just
contains extra terms and larger coefficients, where the choice of s “ u “ 1 and t “ 1{2 in
the first factor W z1,z2

1,1{2,1pi1; a1, b1q helps to bound the mixture coefficients.
The remaining parts of the proof of Theorem 8.1 depends on the coarse-grained disorder

variables Θn “ Θpcgq
n,ε only through their second and fourth moments. Note that uniformly

in s, t, u P r0, 1s and z1, z2, the second moment of W z1,z2
s,t,u is bounded by that of Θn, and

modulo a constant multiple, the fourth moment of W z1,z2
s,t,u can be bounded by that of Θn.

Therefore the remaining parts of the proof of Theorem 8.1 carries through without change if
Θn is replaced by W z1,z2

s,t,u . In particular, the bound on U pcgq
N,ε in (8.10) still holds since it only

depends on the second moment of Θn, and the bound on V pcgq
N,ε in (8.11) still holds because

it only depends on the fourth moment of Θn. �

9.2. Proof of Theorem 1.2. The translation invariance of the law of Z ϑ is obvious.
To prove the scaling relation (1.12), let us write βN pϑq to emphasize that βN as specified

in (1.11) depends on a parameter ϑ. Given a ą 0, let Ñ “ N{a. Then using (1.11) and the
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fact that RN “ 1
π plogN ` α` op1qq given later in (3.2), we have

σ2
N “

1

RN

ˆ

1`
ϑ` op1q

logN

˙

“
1

RÑ

ˆ

1`
ϑ´ log a` op1q

log Ñ

˙

, (9.18)

so that βN pϑq “ βÑ pϑ´ log aq, or equivalently, βN pϑ` log aq “ βÑ pϑq.
By (9.1), for ϕ,ψ P CcpR

2
q, we have

ĳ

ϕ
´ x
?
a

¯

ψ
´ y
?
a

¯

ZβÑ pϑq,ω

Ñ ; as,at
pdx, dyq ùñ

ÑÑ8

ĳ

ϕ
´ x
?
a

¯

ψ
´ y
?
a

¯

Z ϑ
as,atpdx,dyq

“

ĳ

ϕpxqψpyqZ ϑ
as,atpdp

?
axq,dp

?
ayqq.

(9.19)

On the other hand, recall (1.9), we can rewrite the l.h.s. of (9.19) as

Ñ

ĳ

ϕ
´ x
?
a

¯

ψ
´ y
?
a

¯

Z
βÑ pϑq, ω

rrÑasss,rrÑatss
prr

a

Ñxss, rr
a

Ñyssq dx dy

“
1

Ñ

ÿ

x̃,ỹPZ2
even

Z
βÑ pϑq, ω

rrÑasss,rrÑatss
px̃, ỹq

ż

|u´x̃|1ď1

ϕ
´ u
a

aÑ

¯

du

ż

|v´ỹ|1ď1

ψ
´ v
a

aÑ

¯

dv

“
a

N

ÿ

x̃,ỹPZ2
even

Z
βN pϑ`log aq, ω
rrNsss,rrNtss px̃, ỹq

ż

|u´x̃|1ď1

ϕ
´ u
?
N

¯

du

ż

|v´ỹ|1ď1

ψ
´ v
?
N

¯

dv

ùñ
NÑ8

ĳ

ϕpxqψpyq aZ ϑ`log a
s,t pdx,dyq,

where we again applied (9.1). Combined with (9.19), this implies (1.12).
The first and second moments of Z ϑ can be identified from the limits in (3.53) and (3.54),

since for ϕ P CcpR
2
q and ψ P CbpR

2
q, the averaged partition function ZβN

N,t´spϕ,ψq has a
finite fourth moment that is uniformly bounded in N , see Theorem 6.1.

Appendix A. Enhanced Lindeberg principle

In this appendix, we prove a Lindeberg principle for multilinear polynomials of dependent
random variables with a local form of dependence. This extends [Rol13], which requires
the function to have bounded first three derivatives and is not applicable to multilinear
polynomials, and it extends [MOO10], which considers multilinear polynomials of independent
random variables. We first introduce the necessary setup. Let T be a finite index set.

Assumption A.1 (Local dependence). Let X “ pXiqiPT be random variables satisfying:

‚ ErXis “ 0 and ErXiXjs “ σij;

‚ for every k P T there is Ak Ď T such that Xk is independent of pXiqiPAck
;

‚ for all k P T, l P Ak there is Akl Ď T such that pXk, Xlq is independent of pXiqiPAckl
.

The sets pAkqkPT and pAklqkPT,lPAk will be called dependency neighbourhoods of X “ pXiqiPT.

Let Z “ pZiqiPT „ Np0, σ¨q be a Gaussian vector independent of X, but with the same
covariance matrix as X. For u, t P r0, 1s, k P T and l P Ak, we define

W k,l
t,u :“ u

?
tXAkl `

?
tXA

c
kl `

?
1´ tZ, (A.1)
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where for any subset of indices B Ď T we write

XB
i :“ Xi 1tiPBu . (A.2)

For s, u, t P r0, 1s, k P T and l P Ak, we define

W k,l
s,t,u :“ su

?
tXAk ` u

?
tXAklzAk `

?
tXA

c
kl `

?
1´ tZ. (A.3)

We have the following Lindeberg type result, which controls the distributional distance
between X and Z through smooth test functions.

Lemma A.2 (Lindeberg principle for dependent random variables). Let X, Z,
W k,l
t,u and W k,l

s,t,u be defined as above. Let h : R|T| Ñ R be bounded and thrice differentiable.
Then

ErhpXqs ´ ErhpZqs “ I1 ` I2

where

I1 :“
1

2

ż

r0,1s
3

ÿ

kPT, lPAk,mPAkl

E
”

XkXlXm

`

s1tmPAku ` 1tmPAklzAku
˘
?
t B3

klmh
`

W k,l
s,t,u

˘

ı

dsdt du ,

(A.4)

I2 :“ ´
1

2

ż

r0,1s
2

ÿ

kPT, lPAk,mPAkl

σkl E
”

Xm

?
t B3

klmh
`

W k,l
t,u

˘

ı

dtdu , (A.5)

assuming that the integrals and expectations above are all finite.

To control the distributional distance between X and another random vector rX “ p rXiqiPT
with slightly perturbed covariance matrix pσ̃ijqi,jPT and dependency neighbourhoods Ãk, Ãkl,
we will apply Lemma A.2 to X and rX separately, plus the following result that compares
two Gaussian vectors.

Lemma A.3. Let Z “ pZiqiPT „ Np0, σ¨q and rZ “ p rZiqiPT „ Np0, rσ¨q be centred Gaussian
random vectors with covariance matrices pσijqi,jPT and pσ̃ijqi,jPT respectively. Let h : R|T| Ñ R
be bounded and twice differentiable. Denote Wt :“

?
t rZ `

?
1´ tZ. Then we have

Erhp rZqs ´ ErhpZqs “: I3 “
1

2

ÿ

k,lPT
pσ̃kl ´ σklq

ż 1

0
E
”

B
2
klhpWtq

ı

dt, (A.6)

assuming that the integrals and expectations above are all finite.

We now specialise Lemmas A.2 and A.3 to our case of interest, where h is a function of a
multi-linear polynomial ΦpXq.

Lemma A.4. Assume that hpXq :“ fpΦpXqq for some bounded f : R Ñ R with bounded
first three derivatives, and

ΦpXq “
ÿ

IĎT
cI

ź

iPI

Xi (A.7)

for some fixed coefficients cI P R. Furthermore, assume that

@ k P T, l P Ak, m P Akl, B
2
kmΦ “ B2

lmΦ “ B2
klΦ “ 0 . (A.8)
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Then for I1, I2 and I3 as in (A.4), (A.5) and (A.6), we have

|I1| ď
1

2
}f3}8 sup

kPT
E
“

|Xk|
3‰

ÿ

kPT, lPAk,mPAkl

sup
s,t,u

E
”

ˇ

ˇBkΦ
`

W k,l
s,t,u

˘ˇ

ˇ

3
ı

1
3

sup
s,t,u

E
”

ˇ

ˇBlΦ
`

W k,l
s,t,u

˘ˇ

ˇ

3
ı

1
3

sup
s,t,u

E
”

ˇ

ˇBmΦ
`

W k,l
s,t,u

˘ˇ

ˇ

3
ı

1
3
, (A.9)

|I2| ď
1

2
}f3}8 sup

kPT
E
“

|Xk|
3‰

ÿ

kPT, lPAk,mPAkl

sup
t,u

E
”

ˇ

ˇBkΦ
`

W k,l
t,u

˘ˇ

ˇ

3
ı

1
3

sup
t,u

E
”

ˇ

ˇBlΦ
`

W k,l
t,u

˘ˇ

ˇ

3
ı

1
3

sup
t,u

E
”

ˇ

ˇBmΦ
`

W k,l
t,u

˘ˇ

ˇ

3
ı

1
3
, (A.10)

|I3| ď
1

2
}f2}8

ÿ

kPT, lPAk

pσ̃kl ´ σklq sup
t

E
”

pBkΦpWtqq
2
ı

1
2

sup
t

E
”

pBlΦpWtqq
2
ı

1
2
. (A.11)

Remark A.5. We can extend Lemma A.4 to the vector setting, i.e. for a function hpXq “
fpΦp1qpXq, . . . ,ΦpkqpXqq of a finite number k of multi-linear polynomials ΦpiqpXq as in (A.7),
each satisfying (A.8), where f : Rk Ñ R has bounded partial derivatives of order up to three.
The bounds (A.9)-(A.10) are simply modified replacing }f3}8 by max1ďi,j,lďk }Bi,j,lf}8 and
the three occurrences of Φ by Φpiq, Φpjq, Φplq, and then summing over 1 ď i, j, l ď k; similar
modifications apply to the bound (A.11). The adaptation of the proof is straightforward.

We now give the proofs of Lemmas A.2–A.4.

Proof of Lemma A.2. Let Yt :“
?
tX `

?
1´ tZ, t P r0, 1s. Then we can write

ErhpXqs ´ ErhpZqs “

ż 1

0

d

dt
ErhpYtqsdt

“
1

2

ż 1

0
E

„

ÿ

kPT

Xk?
t
BkhpYtq ´

ÿ

kPT

Zk?
1´ t

BkhpYtq



dt .

Given C Ď T, let us denote

UCt :“
?
tXC

`
?

1´ tZ , where XC
i :“ Xi 1tiPCu .

In particular, Yt “ UT
t . Observe that ErXk BkhpU

A
c
k

t qs “ ErXksErBkhpU
A
c
k

t qs “ 0 by inde-
pendence. We recall Gaussian integration by parts: for smooth functions ϕ,

ErZk ϕpZqs “
ÿ

lPT
σkl ErBlϕpZqs “

ÿ

lPAk

σkl ErBlϕpZqs ,

since σkl “ 0 for l R Ak. Then

ErhpXqs ´ ErhpZqs “
1

2

ż 1

0
E

„

ÿ

kPT

Xk?
t

`

BkhpU
T
t q ´ BkhpU

A
c
k

t q
˘

´
ÿ

kPT, lPAk

σkl B
2
klhpU

T
t q



dt .

Let us expand the first term. We can interpolate between UT
t and UA

c
k

t by

U
A
c
k

t ` s
?
tXAk for s P r0, 1s .
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Then

BkhpU
T
t q ´ BkhpU

A
c
k

t q “

ż 1

0

d

ds
BkhpU

A
c
k

t ` s
?
tXAkq ds

“
?
t

ż 1

0

ÿ

lPT
X
Ak
l B

2
klh

`

U
A
c
k

t ` s
?
tXAk

˘

ds .

Note that we can restrict the sum to l P Ak because XAk
l “ 0 otherwise. This leads to

ErhpXqs ´ ErhpZqs “
1

2

ż 1

0

ż 1

0
E

„

ÿ

kPT, lPAk

XkXl B
2
klh

`

U
A
c
k

t ` s
?
tXAk

˘

´
ÿ

kPT, lPAk

σkl B
2
klhpU

T
t q



ds dt .

Note that ErXkXl B
2
klh

`

U
A
c
kl

t

˘

s “ ErXkXlsErB
2
klh

`

U
A
c
kl

t

˘

s “ σklErB
2
klh

`

U
A
c
kl

t

˘

s by the
independence assumption. By adding and subtracting this term, we get

ErhpXqs ´ ErhpZqs “ I1 ` I2

where

I1 :“
1

2

ż 1

0

ż 1

0
E

„

ÿ

kPT, lPAk

XkXl

´

B
2
klh

`

U
A
c
k

t ` s
?
tXAk

˘

´ B
2
klh

`

U
A
c
kl

t

˘

¯



ds dt

I2 :“
1

2

ż 1

0

ż 1

0
E

„

ÿ

kPT, lPAk

σkl

´

B
2
klh

`

U
A
c
kl

t

˘

´ B
2
klhpU

T
t q

¯



ds dt

“
1

2

ż 1

0
E

„

ÿ

kPT, lPAk

σkl

´

B
2
klh

`

U
A
c
kl

t

˘

´ B
2
klhpU

T
t q

¯



dt ,

where we performed the integration on s in I2 (whose integrand does not depend on s).
Let us deal with I1. Note that

U
A
c
k

t ` s
?
tXAk “ s

?
tXAk `

?
tXA

c
k `

?
1´ tZ and U

A
c
kl

t “
?
tXA

c
kl `

?
1´ tZ.

We can therefore interpolate between UA
c
kl

t and UA
c
k

t ` s
?
tXAk by

W k,l
s,t,u :“ U

A
c
kl

t ` u
?
tpsXAk `XAklzAkq , u P r0, 1s .

Note that psXAk `XAklzAkqm “ 0 for m R Akl. We can then write

B
2
klh

`

U
A
c
k

t ` s
?
tXAk

˘

´ B
2
klh

`

U
A
c
kl

t

˘

“

ż 1

0

d

du
B

2
klh

`

W k,l
s,t,u

˘

du

“
?
t

ż 1

0

ÿ

mPAkl

Xmps1tmPAku ` 1tmPAklzAkuq B
3
klmh

`

W k,l
s,t,u

˘

du .

This yields the final form of I1:

I1 :“
1

2

ż

r0,1s
3

E

„

ÿ

kPT, lPAk,mPAkl

XkXlXmps1tmPAku ` 1tmPAklzAkuq
?
t B3

klmh
`

W k,l
s,t,u

˘



ds dtdu.
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Let us now deal with I2. We can interpolate between UA
c
kl

t and UT
t by

W k,l
t,u :“ U

A
c
kl

t ` u
?
tXAkl , u P r0, 1s .

Then

B
2
klh

`

U
A
c
kl

t

˘

´ B
2
klhpU

T
t q “ ´

ż 1

0

d

du
B

2
klh

`

W k,l
t,u

˘

du “ ´
?
t

ż 1

0

ÿ

mPAkl

Xm B
3
klmh

`

W k,l
t,u

˘

du .

This yields the final form of I2:

I2 :“ ´
1

2

ż

r0,1s
2

E

„

ÿ

kPT, lPAk,mPBkl

σklXm

?
t B3

klmh
`

W k,l
t,u

˘



dtdu .

This concludes the proof of Lemma A.2. �

Proof of Lemma A.3. Let Wt :“
?
t rZ `

?
1´ tZ, t P r0, 1s. Using Gaussian integration

by parts as in the proof of Lemma A.2, we have

Erhp rZqs ´ ErhpZqs “

ż 1

0

d

dt
ErhpWtqsdt

“
1

2

ż 1

0
E

„

ÿ

kPT

rZk?
t
BkhpWtq ´

ÿ

kPT

Zk?
1´ t

BkhpWtq



dt

“
1

2

ÿ

k,lPT
pσ̃kl ´ σklq

ż 1

0
E
”

B
2
klhpWtq

ı

dt ,

which proves the lemma. �

Proof of Lemma A.4. We can easily compute

Bkhpxq “ f 1pΦpxqq BkΦpxq ,

B
2
klhpxq “ f2pΦpxqq BkΦpxq BlΦpxq ` f

1
pΦpxqq B2

klΦpxq ,

B
3
klmhpxq “ f3pΦpxqq BkΦpxq BlΦpxq BmΦpxq

` f2pΦpxqq
 

B
2
kmΦpxq BlΦpxq ` B

2
lmΦpxq BkΦpxq ` B

2
klΦpxq BmΦpxq

(

` f 1pΦpxqq B3
klmΦpxq .

which by assumption (A.8), gives

B
3
klmhpxq “ f3pΦpxqq BkΦpxq BlΦpxq BmΦpxq. (A.12)

We can then substitute this into (A.4) to bound
ˇ

ˇ

ˇ
E
”

XkXlXmp1´ s1tmPAkuq
?
t B3

klmh
`

W
Ak,Bkl
s,t,u

˘

ıˇ

ˇ

ˇ

ď }f3}8

ˆ

E
”

ˇ

ˇXk BkΦ
`

W k,l
s,t,u

˘ˇ

ˇ

3
ı

E
”

ˇ

ˇXl BlΦ
`

W k,l
s,t,u

˘ˇ

ˇ

3
ı

E
”

ˇ

ˇXm BmΦ
`

W k,l
s,t,u

˘ˇ

ˇ

3
ı

˙1{3

ď }f3}8 sup
kPT

Er|Xk|
3
s

ˆ

E
”

ˇ

ˇBkΦ
`

W k,l
s,t,u

˘ˇ

ˇ

3
ı

E
”

ˇ

ˇBlΦ
`

W k,l
s,t,u

˘ˇ

ˇ

3
ı

E
”

ˇ

ˇBmΦ
`

W k,l
s,t,u

˘ˇ

ˇ

3
ı

˙1{3

,

where we used the fact that BkΦp. . .q is independent of Xk since assumption (A.8) implies
that BkΦp. . .q does not depend on pXmqmPAkl . This immediately implies (A.9).
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The proof of (A.10) is the same if in (A.5), we write σkl “ Er rXk
rXls for p rXk, rXlq with the

same distribution as pXk, Xlq but independent of X. The proof of (A.11) is even simpler. �

Acknowledgements

We especially thank Te LI for showing us how Hardy-Littlewood-Sobolev type inequalities
can be proved without using Fourier transform. R.S. is supported by NUS grant R-146-000-
288-114. N.Z. is supported by EPRSC through grant EP/R024456/1.

References
[AKQ14a] T. Alberts, K. Khanin, J. Quastel. The intermediate disorder regime for directed polymers in

dimension 1` 1. Ann. Probab. 42, 1212–1256, 2014.
[AKQ14b] T. Alberts, K. Khanin, J. Quastel. The continuum directed random polymer. J. Stat. Phys. 154,

305-326, 2014.
[AFH+92] S. Albeverio, J.E. Fenstad, R. Hoegh-Krohn, W. Karwowski, T. Lindstrom. Schrödinger operators

with potentials supported by null sets. Ideas and methods in quantum and statistical physics,
63-95, Cambridge Univeristy Press, 1992.

[AGH+05] S. Albeverio, F. Gesztesy, R. Hoegh-Krohn, H. Holden. Solvable models in quantum mechanics.
AMS Chelsea Publishing, 2005.

[Ba21] E. Bates. Full-path localization of directed polymers. Electron. J. Probab. 26, 1-24, 2021.
[Bo89] E. Bolthausen. A note on the diffusion of directed polymers in a random environment. Comm.

Math. Phys. 123, 529-534, 1989.
[BC98] L. Bertini, N. Cancrini. The two-dimensional stochastic heat equation: renormalizing a multi-

plicative noise. J. Phys. A: Math. Gen. 31, 615, 1998.
[BC20a] E. Bates, S. Chatterjee. The endpoint distribution of directed polymers. Ann. Probab. 48, 817-871,

2020.
[BC20b] E. Bates, S. Chatterjee. Localization in Gaussian disordered systems at low temperature. Ann.

Probab. 48, 2755-2806, 2020.
[BL17] Q. Berger, H. Lacoin. The high-temperature behavior for the directed polymer in dimension

1` 2. Ann. Institut Henri Poincaré, Prob. et Statistiques 53, 430-450, 2017.
[CES21] G. Cannizzaro, D. Erhard, P. Schönbauer. 2D anisotropic KPZ at stationarity: Scaling, tightness

and nontriviality. Ann. Prob. 49, 122-156, 2021.
[CET20a] G. Cannizzaro, D. Erhard, F.L. Toninelli. Logarithmic superdiffusivity of the 2´dimensional

anisotropic KPZ equation. ArXiv:2009.12934, 2020.
[CET20b] G. Cannizzaro, D. Erhard, F.L. Toninelli. The stationary AKPZ equation: logarithmic superdif-

fusivity. ArXiv:2007.12203, 2020.
[CET21] G. Cannizzaro, D. Erhard, F.L. Toninelli. Weak coupling limit of the Anisotropic KPZ equation.

ArXiv:2108.09046, 2021.
[CSZ16] F. Caravenna, R. Sun, N. Zygouras. The continuum disordered pinning model. Probab. Theory

Related Fields 164, 17–59, 2016.
[CSZ17a] F. Caravenna, R. Sun, N. Zygouras. Polynomial chaos and scaling limits of disordered systems.

J. Eur. Math. Soc. 19, 1-65, 2017.
[CSZ17b] F. Caravenna, R. Sun, N. Zygouras. Universality in marginally relevant disordered systems. Ann.

Appl. Probab. 27, 3050-3112, 2017.
[CSZ19a] F. Caravenna, R. Sun, N. Zygouras. The Dickman subordinator, renewal theorems, and disordered

systems. Electron. J. Probab. 24, paper no. 101, 2019.
[CSZ19b] F. Caravenna, R. Sun, N. Zygouras. On the moments of the (2+1)-dimensional directed polymer

and stochastic heat equation in the critical window. Commun. Math. Phys. 372, 385-440, 2019.
[CSZ20] F. Caravenna, R. Sun, N. Zygouras. The two-dimensional KPZ equation in the entire subcritical

regime. Ann. Prob. 48, 1086-1127, 2020.
[CSZ22] F. Caravenna, R. Sun, N. Zygouras. The critical 2d Stochastic Heat Flow is not a Gaussian

Multiplicative Chaos. ArXiv:2206.08766, 2022.
[CH02] P. Carmona, Y. Hu, On the partition function of a directed polymer in a Gaussian random

environment. Prob. Th. Rel. Fields, 124(3), 431-457, (2002).
[Cha06] S. Chatterjee. A generalization of the Lindeberg principle. Ann. Probab. 34, 2061-2076, 2006.



94 F. CARAVENNA, R. SUN, AND N. ZYGOURAS

[Cha19] S. Chatterjee. Proof of the path localization conjecture for directed polymers. Comm. Math.
Phys. 370, 703-717, 2019.

[CD20] S. Chatterjee, A. Dunlap. Constructing a solution of the p2` 1q-dimensional KPZ equation. Ann.
Prob. 48, 1014-1055, 2020.

[Che21] Y.-T. Chen. The critical 2D delta-Bose gas as mixed-order asymptotics of planar Brownian
motion. arXiv:2105.05154, 2021.

[Cla19b] J.T. Clark. The conditional Gaussian multiplicative chaos structure underlying a critical contin-
uum random polymer model on a diamond fractal. ArXiv:1908.08192, 2019.

[Cla21] J. T. Clark. Weak-disorder limit at criticality for directed polymers on hierarchical graphs.
Comm. Math. Phys. 386, 651-710, 2021.

[Cla22] J.T. Clark. Continuum models of directed polymers on disordered diamond fractals in the critical
case. Ann. Appl. Prob. 32, 4186-4250, 2022.

[Com17] F. Comets. Directed Polymers in Random Environments. Lecture Notes in Mathematics, 2175.
Springer, Cham, 2017.

[CCM20] F. Comets, C. Cosco, C.Mukherjee. Renormalizing the Kardar-Parisi-Zhang Equation in d ě 3
in weak disorder. J. Stat. Physics 179, 713-728, 2020.

[CSY03] F. Comets, T. Shiga, N. Yoshida, Directed polymers in a random environment: path localization
and strong disorder. Bernoulli 9, 705-723, 2003.

[CY06] F. Comets, N. Yoshida. Directed polymers in random environment are diffusive at weak disorder.
Ann. Probab. 34, 1746–1770, 2006.

[Cor12] I. Corwin. The Kardar-Parisi-Zhang equation and universality class. Random Matrices Theory
Appl. 1, 1130001, 2012.

[Cor16] I. Corwin. Kardar-Parisi-Zhang universality. Notices of the AMS 63, 230-239, 2016.
[CH16] I. Corwin, A. Hammond. KPZ Line Ensemble. Probab. Theory Relat. Fields 166, 67–185, 2016.
[CN21] C. Cosco, S. Nakajima. Gaussian fluctuations for the directed polymer partition function in

dimension d ě 3 and in the whole L
2-region. Ann. Inst. H. Poincaré Prob. Stat. 57, 872-889,

2021.
[CNN22] C. Cosco, S. Nakajima, M. Nakashima. Law of large numbers and fluctuations in the sub-critical

and L
2 regions for SHE and KPZ equation in dimension d ě 3. Stochastic Process. Appl. 151,

127-173, 2022.
[DFT94] G. F. Dell’Antonio, R. Figari, A. Teta. Hamiltonians for systems of N particles interacting

through point interactions. Ann. Inst. H. Poincaré Phys. Théor. 60, 253-290, 1994.
[DR04] J. Dimock, S. Rajeev. Multi-particle Schrödinger operators with point interactions in the plane.

J. Phys. A: Math. Gen. 37(39):9157, 2004.
[DGRZ20] A. Dunlap, Y. Gu, L. Ryzhik, O. Zeitouni. Fluctuations of the solutions to the KPZ equation in

dimensions three and higher. Probab. Th. Rel. Fields 176, 1217-1258, 2020.
[ET60] P. Erdös, S. J. Taylor. Some problems concerning the structure of random walk paths. Acta

Math. Acad. Sci. Hungar. 11, 137-162, 1960.
[F16] Z. S. Feng. Rescaled Directed Random Polymer in Random Environment in Dimension 1+2. Ph.D.

thesis, Ann Arbor, MI, 2016. Available at https://www.proquest.com/docview/1820736587.
[Ga21] S. Gabriel. Central limit theorems for the (2+1)-dimensional directed polymer in the weak

disorder limit. ArXiv:2104.07755, 2021.
[GaSt12] C. Garban, J. Steif. Lectures on noise sensitivity and percolation. Proceedings of the Clay

Mathematics Institute Summer School (Buzios, Brazil), Clay Mathematics Proceedings 15,
49-154, 2012.

[GaSu09] J. Gärtner, R. Sun. A quenched limit theorem for the local time of random walks on Z2. Stochastic
Process. Appl. 119 , 1198-1215, 2009.

[Gi11] G. Giacomin. Disorder and critical phenomena through basic probability models. Lecture Notes
in Mathematics, 2025, Springer, Heidelberg, 2011.

[GLT10] G. Giacomin, H. Lacoin, F.L. Toninelli. Marginal relevance of disorder for pinning models. Comm.
Pure Appl. Math 63, 233-265, 2010.

[GJ14] P. Goncalves, M. Jara, Nonlinear fluctuations of weakly asymmetric interacting particle systems.
Arch. Ration. Mech. Anal. 212, 597-644, 2014.

[Gu20] Y. Gu. Gaussian fluctuations from the 2D KPZ equation. Stoch. Partial Differ. Equ. Anal.
Comput. 8, 150-185, 2020.

https://www.proquest.com/docview/1820736587


THE CRITICAL 2D STOCHASTIC HEAT FLOW 95

[GQT21] Y. Gu, J. Quastel, L.-C. Tsai. Moments of the 2D SHE at criticality. Prob. Math. Phys. 2,
179-219, 2021.

[GRZ18] Y. Gu, L. Ryzhik, O. Zeitouni. The Edwards-Wilkinson limit of the random heat equation in
dimensions three and higher. Comm. Math. Phys. 363, 351–388, 2018.

[GIP15] M. Gubinelli, P. Imkeller, N. Perkowski. Paracontrolled distributions and singular PDEs. Forum
Math. Pi 3, e6, 2015.

[GP17] M. Gubinelli, N. Perkowski. KPZ reloaded. Comm. Math.Phys. 349, 165-269, 2017.
[H13] M. Hairer. Solving the KPZ equation. Ann. of Math. 178, 559-664, 2013.
[H14] M. Hairer. A theory of regularity structures. Inventiones Math. 198, 269-504, 2014.
[HH12] T. Halpin-Healy. p2` 1q-dimensional directed polymer in a random medium: scaling phenomena

and universal distributions. Phys. Rev. Lett. 109, 170602, 2012.
[HH13] T. Halpin-Healy. Extremal paths, the stochastic heat equation, and the three-dimensional

Kardar-Parisi-Zhang universality class. Physical Review E 88, 042118, 2013.
[HH85] D.A. Huse, C.L. Henley. Pinning and roughening of domain walls in Ising systems due to random

impurities. Phys. Rev. Lett. 54, 2708-2711, 1985.
[IS88] J. Z. Imbrie, T. Spencer. Diffusion of directed polymers in a random environment. J. Stat.

Physics 52, 609-626, 1988.
[J00] K. Johansson. Transversal fluctuations for increasing subsequences on the plane. Probab. Theory

Related Fields 116, 445-456, 2000.
[Kal97] O. Kallenberg. Foundations of modern probability. Springer, 1997.
[Koz07] G. Kozma. The scaling limit of loop-erased random walk in three dimensions. Acta Math. 199,

29-152, 2007.
[Kup14] A. Kupiainen. Renormalization Group and Stochastic PDEs. Ann. H. Poincaré 17, 497-535,

2016.
[L10] H. Lacoin. New bounds for the free energy of directed polymers in dimension 1` 1 and 1` 2.

Comm. Math. Physics 294, 471-503, 2010.
[LaLi10] G.F. Lawler, V. Limic. Random walk: a modern introduction. Cambridge University Press, 2010.
[LiLo01] E.H. Lieb, M. Loss. Analysis, 2nd ed. Graduate Studies in Mathematics 14, American Mathe-

matical Society, 2001.
[LZ22] D. Lygkonis, N. Zygouras. Edwards-Wilkinson fluctuations for the directed polymer in the full

L
2-regime for dimensions d ě 3. Ann. Inst. Henri Poincaré Probab. Stat. 58, 65-104, 2022.

[MU18] J. Magnen, J. Unterberger. The scaling limit of the KPZ equation in space dimension 3 and
higher. J. Stat. Physics 171, 543-598, 2018.

[MOO10] E. Mossel, R. O’Donnell, K. Oleszkiewicz. Noise stability of functions with low influences:
Invariance and optimality. Ann. Math. 171, 295-341, 2010.

[MSZ16] C. Mukherjee, A. Shamov, O. Zeitouni. Weak and strong disorder for the stochastic heat equation
and continuous directed polymers in d ě 3. Electron. Comm. Prob. 21, 1-12, 2016.

[N19] M. Nakashima. Free energy of directed polymers in random environment in 1` 1-dimension at
high temperature. Electron. J. Probab. 24, 1-43, 2019.

[QS15] J. Quastel, H. Spohn. The One-dimensional KPZ equation and tts universality class. J. Stat.
Physics 160, 965-984, 2015.

[Raj99] S. G. Rajeev, A condensation of interacting Bosons in two dimensional space, arXiv preprint
hep-th/9905120, (1999).

[Rol13] A. Röllin. Stein’s method in high dimensions with applications. Ann. Inst. Henri Poincaré
Probab. Stat. 49, 529-549, 2013.

[Rot79] V.I. Rotar. Limit theorems for polylinear forms. J. Multivariate Anal. 9, 511-530, 1979.
[V07] V. Vargas. Strong localization and macroscopic atoms for directed polymers. Probab. Theory

Related Fields 138, 391-410, 2007.



96 F. CARAVENNA, R. SUN, AND N. ZYGOURAS

Dipartimento di Matematica e Applicazioni, Università degli Studi di Milano-Bicocca, via
Cozzi 55, 20125 Milano, Italy

E-mail address: francesco.caravenna@unimib.it

Department of Mathematics, National University of Singapore, 10 Lower Kent Ridge
Road, 119076 Singapore

E-mail address: matsr@nus.edu.sg

Department of Mathematics, University of Warwick, Coventry CV4 7AL, UK
E-mail address: N.Zygouras@warwick.ac.uk


	1. Introduction and main results
	2. Proof outline
	3. Notation and tools
	4. Coarse-graining
	5. Second moment bounds for averaged partition functions
	6. Higher moment bounds for averaged partition functions
	7. Moment estimates for coarse-grained disorder
	8. Moment estimates for the coarse-grained model
	9. Proof of the main results: Theorems 1.1 and 1.2
	Appendix A. Enhanced Lindeberg principle
	Acknowledgements
	References

